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as the timing of the first alert, defined
as the time when P waves reached a
fixed number of stations (e.g., generally
from three to six). This analysis has
been carried out for each grid node
using the four velocity models for the
Italian region proposed by Li et al. [2007].
The EEWS performance of the RAN, as
represented by the time of the first alert,
therefore reflects mainly its geometrical
characteristics.

The second parameter that we have used
to characterize the EEWS performance
is the extent of the blind zone (BZ). The
BZ represents the region where no lead
time is available (i.e., the lead time is zero
or negative, meaning that the destructive
S and surface waves reach the target site
before an alert is issued) and no safety
actions can be therefore undertaken.
Differently from the time of the first alert,
the BZ is related not only to the network’s
geometry but also to the operational
procedures (i.e., telemetry, computation,
and EW algorithm). In this study, we have
defined the BZ as related to the sum of
three delays: (1) the time of the first alert,
(2) a fixed delay for the telemetry and

computation equal to 2 s, selected according to the value recorded with PRESTo at the ISNet accelerometric
network in Southern Italy over a long period of testing [Satriano et al., 2011], and (3) the constraint of having 2 s
long P waves time windows at a N-1 stations used by RTLoc, which is the needed information for RTMag to
estimate the magnitude. This latter constraint is due to the fact that at the instant when RTLoc locates an event
with N stations, RTMag provides the first magnitude estimation using N-1 stations, under the condition that
they recorded at least 2 s of P waves.

Finally, the sum of these three times is converted in the radius of BZ by multiplying it for the average S wave
velocity as inferred by the velocity models proposed by Li et al. [2007].
4.2.2. Network Geometry and Reference Scenario Criteria
Taking into consideration the ZS proposed by Meletti et al. [2008] and the seismic parameters of each ZS
proposed by Barani et al. [2009], we defined for each grid node a reference earthquake as the event having
a magnitude corresponding to the 10% probability of occurrence in 50 years (Figure 5). For those nodes
that were not included in any ZS, we forced the magnitude to be equal to 5. This set of large earthquakes
gave us the possibility of assessing the performance and utility of a nationwide EEWS against a threat
selected with a similar principle to the one used by the legislator to define the reference ground motion
threat within the Italian seismic building code.

Figure 6 shows a simple conceptual scheme of the parameters we derived for quantifying the benefit/efficiency
of an EEWS in Italy. In particular, for each node, the BZ area and an estimation of the “damage area” (DA)
are compared. The latter, in particular, is defined as the area within which the peak ground velocity (PGV) is
greater than 6.1 cm/s, which corresponds to the lower bound of the EuropeanMacroseismic Scale Intensity class
VII [Faccioli and Cauzzi, 2006; Grünthal, 1998]. The selection of this Intensity class’ lower bound provides the
maximum possible extension of the damage area and is driven by the need to minimize the number of missed
alerts, while we are aware that this comes at the price of potentially higher rates of false alerts. The selected
PGV threshold is computed considering the reference earthquake assigned to the node itself and the Akkar
and Bommer [2007] GMPE relationship. In order to take into account the variability of PGV values observed in

Figure 4. Distribution of RAN stations in the seismic macro-zones (MZs).
These MZs are obtained by gathering seismic zones (ZS) with Mmax ≥ 6.5
(red); with Mmax between 6 and 6.5 (orange); Mmax between 6 and 5
(yellow); and finally, RAN stations outside of all ZS (green), which have
been assigned to the fourth MZ. The numbers refer to the ZS listing in
Table 1, according to Barani et al. [2009].
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~	  500	  RAN	  st.	   Mmax	  ≥	  6.5	  
6.5	  >	  Mmax	  ≥	  6	  
6	  >	  Mmax	  ≥	  5	  
5	  >	  Mmax	  	  

mean	  int-‐st.	  D	  ~	  17.5	  km	  
ID	  ~	  23	  km	  
ID	  ~	  25	  km	  
ID	  ~	  34	  km	  

Distribu0on	  within	  seismic	  macro-‐zones	  (MZs)	  

Feasibility	  study	  of	  a	  na0on-‐wide	  Early	  Warning	  System:	  the	  applica0on	  of	  the	  EEW	  solware	  
PRESTo	  on	  the	  Italian	  Strong	  Mo0on	  Network	  (RAN)	  
	  

Figures 3d and 3f show that waiting
for a further 2–3 s (i.e., 5–6 s in total
from the first P wave arrival) allows
for the addition of more stations
to the analysis, which in turn leads
to a reduction of the number of false
and missed events to one (i.e., 2.5%)
and four (i.e., 10%), respectively, and a
general convergence of MEW estimates

Figure 7. Distribution of the times of the first alert and radii of the blind zone for the grid of synthetic sources derived from
the PSHAmap for Italy. (a and b) Times of the first alert for three and six RAN stations triggered, respectively. (c and d) Same
as Figures 7a and 7b but for the blind zone radii.

Table 2. Average of the EEWS Performance Parameters for the Four MZs
and a Different Number of Triggered Stationsa

Parameter Number of Stations I II III IV

Time first alert (s) 3 3.7 4.5 5.0 11.4
Time first alert (s) 6 5.3 6.4 7.1 14.3
BZ radius (km) 3 23 25 26 42
BZ radius (km) 6 29 32 34 52

aTime is estimated off-line and does not include that needed for tele-
metry and computation.
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SUCH	  DIMENSION	  OF	  BZ	  INDICATES	  THAT	  IN	  ITALY	  
THE	  ONSITE	  METHOD	  SHOULD	  ALSO	  BE	  USED	  
(INTEGRATED	  WITH	  THE	  REGIONAL	  SYSTEM)	  	  

REGIONAL	  EEW	  APPROACH	  FOR	  ITALY	  

Picozzi	  et	  al.,	  2015	  JGR	  
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P-‐WAVE,	  THRESHOLD	  BASED,	  ONSITE	  EEW	  

ü  The	  P-‐wave	  onsite	  methods	  issue	  a	  threshold-‐based	  alert	  upon	  
the	  analysis	  of	  iniMal	  P-‐wave	  moMon	  at	  a	  single	  staMon	  or	  co-‐	  
located	  array	  of	  sensors	  

ü  On-‐site	  systems	  can	  provide	  faster	  warning	  than	  regional	  
systems	  to	  targets	  close	  to	  the	  epicenter	  (ideal	  for	  the	  protecMon	  
of	  sites	  located	  in	  the	  vicinity	  of	  seismogenic	  zones)	  

INTRODUCTION	  



	  	  

Onsite EW: Empirical relations 
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PROXIES	  FOR	  SHAKING	  INTENSITY	  ESTIMATION	  	  
peak	  displacement	  Pd	  	  

a.er	  Shieh	  et	  al.,	  SDEE	  (2010)	  

Are	  these	  peak	  parameters	  
the	  best	  proxies	  we	  can	  
rely	  on	  for	  the	  shaking	  
intensity	  predic0on?	  

EEW	  step	  

IMM	  	  by	  Faccioli	  &	  Cauzzi,	  2006.	  	  
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relation is calibrated on Italian data and hence it might be preferable to insert this result in the 

calibration of the shaking. We therefore use this relationship as the default one in the ShakeMaps 

calibration, however some questions remain: 

 

Figure 5.12 The intensity map of the 1976 Friuli earthquake derived from the Faccioli and Cauzzi (2006) relationship. 

Geophys. J. Int. (2010) 180, 1138–1152 doi: 10.1111/j.1365-246X.2009.04467.x
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Regression analysis of MCS intensity and ground motion parameters
in Italy and its application in ShakeMap

Licia Faenza and Alberto Michelini
Istituto Nazionale di Geofisica e Vulcanologia, Via di Vigna Murata, 605, Rome 00143, Italy. E-mails: licia.faenza@ingv.it; alberto.michelini@ingv.it

Accepted 2009 November 27. Received 2009 November 26; in original form 2009 April 1

S U M M A R Y
In Italy, the Mercalli–Cancani–Sieberg (MCS) is the intensity scale in use to describe the level
of earthquake ground shaking, and its subsequent effects on communities and on the built
environment. This scale differs to some extent from the Mercalli Modified scale in use in other
countries and adopted as standard within the USGS-ShakeMap procedure to predict intensities
from observed instrumental data. We have assembled a new PGM/MCS-intensity data set from
the Italian database of macroseismic information, DBMI04, and the Italian accelerometric
database, ITACA. We have determined new regression relations between intensities and PGM
parameters (acceleration and velocity). Since both PGM parameters and intensities suffer of
consistent uncertainties we have used the orthogonal distance regression technique. The new
relations are

IMCS = 1.68± 0.22+ 2.58± 0.14 log PGA, σ = 0.35

and

IMCS = 5.11± 0.07+ 2.35± 0.09 log PGV, σ = 0.26.

Tests designed to assess the robustness of the estimated coefficients have shown that single-
line parametrizations for the regression are sufficient to model the data within the model
uncertainties. The relations have been inserted in the Italian implementation of the USGS-
ShakeMap to determine intensity maps from instrumental data and to determine PGM maps
from the sole intensity values. Comparisons carried out for earthquakes where both kinds of
data are available have shown the general effectiveness of the relations.

Key words: Earthquake ground motions; Seismicity and tectonics.

1 I N T RO D U C T I O N

The use of intensity scales is historically important because no in-
strumentation is necessary, and useful measurements on the level
of shaking can be made by an unequipped observer (e.g. Musson
2002). To some extent, the mid-years of the 20th century saw a
decline in interest of macroseismic investigations, since large im-
provements were made in instrumental monitoring. However, since
the mid-1970s there has been a resurgence in the subject since
macroseismic data are essential for revision of historical seismicity
and are of great importance in seismic hazard assessments. It follows
that macroseismic studies of modern earthquakes are still crucial
for (i) assessing the size of historical earthquakes; (ii) studying local
ground-motion attenuation and (iii) investigations of vulnerability,
seismic hazard and seismic risk.
Since the late 1990s, the software package ShakeMap (Wald et al.

1999b) which seeks to estimate rapidly (few minutes) the level of
ground shaking resulting from an earthquake has been proposed
and implemented in several parts of the world (e.g. USA, Canada,
Iceland, Italy and at local scales, for the city of Seattle). ShakeMap

is a seismologically based interpolation algorithm that combines ob-
served data and seismological knowledge to produce maps of peak
ground motion (PGM). The shaking is represented through maps
of peak ground acceleration (PGA), peak-ground velocity (PGV),
response spectral acceleration (SA), and ground-motion shaking in-
tensity. The ‘instrumental intensity’ values are derived from the con-
version of PGM into intensity values (e.g. Wald et al. 1999a). These
maps have become adopted worldwide to provide quantitative, first
order assessments of the level of shaking and of the extent of poten-
tial earthquake damage. In particular, intensities have been found
informative by non-expert audiences unfamiliar with instrumental
ground motion parameters. The intensity values are derived from
the ground-motion recorded values, using a correlation relationship.
For the USGS-ShakeMap standard distribution this calibration has
been performed using California earthquakes ground-motion data
and the Mercalli Modified (MM) intensity scale (e.g. Wald et al.
1999a).
In Italy, the software ShakeMap has been operational at the

‘Istituto Nazionale di Geofisica e Vulcanologia’ since 2006
(Michelini et al. 2008) and the intensity maps of peak ground
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Earthquake magnitude estimation from early radiated energy
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[1] From inspection of a large set of Japanese events, we
investigate the scaling of the early radiated energy, inferred
from the squared velocity integral (IV2) with the final
magnitude of the event. We found that the energy can only
discriminate whether the event has a magnitude larger or
smaller than 5.8, and in the latter case it can allow for real-
time magnitude estimation. However, by normalizing IV2
for the rupture area, the initial slip scales with the magnitude
between 4 < M < 7 following the expected scaling laws. We
show that the ratio between the squared peak displacement
and IV2 is a proxy for the slip following the same scaling
but it can be directly derived from the data, without any
assumption on the rupture area. The scaling relationship
between initial slip and magnitude can be used for early
warning applications, when integrated in a probabilistic,
evolutionary approach. Citation: Festa, G., A. Zollo, and M.
Lancieri (2008), Earthquake magnitude estimation from early
radiated energy, Geophys. Res. Lett., 35, L22307, doi:10.1029/
2008GL035576.

1. Introduction

[2] Earthquake early warning systems are real-time mon-
itoring infrastructures designed to provide a rapid notifica-
tion of the potential effects of an impending earthquake,
through the fast telemetry and the processing of data from
dense instrument arrays deployed in the source region or
surrounding the target site.
[3] As a first order approximation, the amplitude and the

characteristic frequency of the seismic records depend on
the event location and magnitude and on the attenuation
mechanisms that the waves undergo during the propagation
from the source to the site of interest. The latter effect is
almost independent of the event size and it can be modeled
with sufficiently high accuracy. On the other hand, the
earthquake location can be very rapidly determined from
early signals recorded at a few stations close to the hypo-
center [Horiuchi et al., 2005]. Therefore the lead time of an
early warning system critically depends on the system
capability to predict the final earthquake magnitude from
measurements on early recorded signals.
[4] Correlations between the final magnitude of an earth-

quake and several parameters measured on the early por-
tions of P-waves and S-waves have been widely
investigated for seismic early warning applications. The
analyses of the seismic databases from southern California
[Allen and Kanamori, 2003; Olson and Allen, 2005;Wu and

Zhao, 2006], Taiwan [Wu and Kanamori, 2005], the Euro-
Mediterranean region [Zollo et al., 2006] and Japan [Zollo
et al., 2007; Lockman and Allen, 2005] show that the
predominant period and the peak of ground displacement
scale with the final magnitude over a wide range (4 < M <
8), arguing that the energy available to break new asperities
may already differ at the initial stage of the rupture [Olson
and Allen, 2005; Zollo et al., 2006].
[5] Although the observations indicate that the early peak

and the dominant frequency of seismic signals do increase
with the magnitude, the limit at which the prediction is
reliable remains debatable. Rydelek and Horiuchi [2006]
and Rydelek et al. [2007] have claimed that neither the
initial predominant period nor the peak ground displace-
ment significantly increase with a magnitude beyond M = 6.
Moreover geological observations support the hypothesis
that the arrest mechanisms of large earthquakes are mainly
associated with structural features in the fault geometry,
irrespective of the event size [Wesnousky, 2006].
[6] For early warning applications, the ground motion

estimations associated with the more destructive S wave
rely on the information carried out by the first seconds of
the P wave at the same recording site. When the target site is
far from the hypocenter (distances larger than 80 km;
regional early warning), the S wave recorded close to the
fault can help in constraining the ground motion estimates
without significantly increasing the system lead-time. Nearby
the epicenter, S data can even provide the only estimation of
the magnitude, when the S minus P time is smaller than the
P window (few seconds) required for the estimation of the
magnitude.
[7] In this work we investigate the scaling of the radiated

energy, inferred from squared velocity integral measured on
early P- and S-waves signals, with the final size of the
event. From the analysis of moderate to large earthquakes,
recorded by the Japanese strong motion networks Kik-net
and K-net, we discuss the behavior of the ‘‘macroscopic’’
slip at the beginning of the rupture in the magnitude range
4 < M < 7.

2. Data Analysis

[8] Let us consider the integral of the squared velocity
(IV2) measured in the early portions of P-waves and
S-waves

IV2c ¼
Z

tcþDtc

tc

v2c tð Þdt

where the subscript c refers to the P or S phase, tc is the
corresponding first arrival, and vc is the particle velocity
measured on the seismograms. Finally Dtc is the length of
the signal along which the analysis is performed. IV2 has

GEOPHYSICAL RESEARCH LETTERS, VOL. 35, L22307, doi:10.1029/2008GL035576, 2008
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variation in correspondence of the P and S arrivals and an
almost constant level for few seconds beyond them.
[12] To compare records from stations located at different

distances from the hypocenter, we normalized the measure-
ments to the reference distance R0 = 10 km, by analytically
removing the geometrical spreading term log(R2/R0

2). The
final value of the integral of squared velocity is therefore
referred to as IV2c

10km.

3. Radiated Energy and Average Slip

[13] Figure 2 shows the plot for the IV2P
10km (squares) and

IV2S
10km (circles) as functions of the final magnitude of the

event. To discuss the behavior of these quantities, we also
add the velocity integral evaluated for the whole signal S in
the case of large events (diamonds). When accounting for
the whole duration, the points are aligned along a straight
line, with a slope (a = 1.41 ± 0.04) that is compatible with
the expected scaling factor of 1.5 [e.g., Scholz, 2002].
Straight lines with this slope fit both the P and S data up
to a magnitude M = 5.8. Beyond this, the early energy
increases less, or does not increase at all, with respect to the
final magnitude. A rupture size having a magnitude M = 5.8
is comparable with the area imaged by the back-propagation
of the selected P- and S-windows.
[14] By interpreting the velocity integral representations

in the light of the scaling laws, for a window time length of
4s for P-waves and 2s for S-waves, we can conclude that
below M = 5.8 the apparent duration is smaller than the
investigation time window and the increase in the emitted
radiation is associated with both the increasing fracture area
and the increasing average slip. Beyond a magnitude of 5.8,

the data provide a partial image of the advancing rupture,
coming from a fault portion which has almost the same area,
despite the magnitude. Any increase in the velocity integral
has to be ascribed to the slip.
[15] Hence, the velocity integral can be used only to

discriminate whether an event has a magnitude larger or
smaller than M = 5.8 and in the latter case to evaluate the
magnitude of the event. We compute regressions laws
through the first P and S points up to magnitude M = 5.8.
The resulting curves are log(IV2p

10km) = !7.7(±0.3) +
1.4(±0.1)M for P waves and log(IV2s

10km) = !6.3(±0.4) +
1.4(±0.1)M for S waves, where the velocity is measured in
cm/s. We remark that below M = 5.8 any deterministic
method (such as local Ml or moment Mw magnitude) can be
used to estimate the magnitude since the selected time
windows entirely contain the direct waves emitted by the
source. Beyond M = 5.8 the prediction becomes ill-posed
and if a scaling with the magnitude exists, it has to concern
the slip.
[16] For this, we transform the velocity integral into the

radiated energy E [Kanamori et al., 1993]:

Ec ¼ 4p
R2

F2<2
c

rcIV2c

where we use the average values r = 2.7 g/cm3 for the
density, F = 2 for the free surface coefficient, cs = 3.3 km/s
and cp/cs =

ffiffiffi

3
p

. <c
2 is the ratio between the actual and the

average squared radiation pattern that we fixed to 1
[Kanamori et al., 1993]. We also assume the expected
value for the ratio Es/Ep = 16.7 [Boatwright and Fletcher,

Figure 2. Scaling of the 4s velocity integral for the P waves (squares) and 2s velocity integral for the S waves (circles) as a
function of the magnitude. Superimposed on the picture we also add the velocity integral over the total S phase for large
earthquakes (diamonds). The error-bars represent the standard deviation error around the mean value. The total velocity
integral points are aligned along a straight path with a least-squares slope compatible with standard scaling laws. Straight
lines with this slope fit the first P-wave and S-wave early energy points up to M = 5.8.
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As a general remark, IV2 appears to be well correlated
with the final magnitude, and the results obtained for the two
types of instrument do not differ significantly. IV2 2s

P shows a
break in linear relation around Mw 6, characterized by both
slope and intercept changes (see Table 3 and Table 4). Such
an effect is also visible on the IV2 2s

S versus magnitude
relationship. Increasing the time windows, IV2 4s

P and IV2 4s
S

show a clear correlation with the final magnitude, and even
the trend change appears to be less evident (Table 3 and
Table 4).

In agreement with the theoretical model (see The Low-
Pass-Filtered Peak Displacement section), the correlation
between IV2, read on the entire P phase, and the magnitude
(in the range of 4–6), is characterized by a slope of 1:43!
0:06, whereas the slope shown by the IV2 S phase versus mag-
nitude appears to be higher than the expected value. This
effect is already visible on the IV2 2s

S and IV2 4s
S trends in

the magnitude range of 4–6. This result is not surprising.
In fact, to correctly determine the radiated energy, it is
necessary to correct the records for anelastic attenuation

(Boatwright and Fletcher, 1984; Kanamori et al., 1993) or
for the finite bandwidth effect (Di Bona and Rovelli,
1988). The higher slope values observed for the IV2 correla-
tion are probably related to the fact that we do not take into
account such effects.

τp and τ c versus Magnitude Correlation

The last parameters that we will discuss are the predo-
minant and characteristic periods. It is important to remark
that the analyzed data have not been recorded in the optimal
conditions for the evaluation of τ (Allen and Kanamori,
2003; Wu and Kanamori, 2008). In fact, at larger distances,
the attenuation can affect the tau measurement; nevertheless,
because in this region anelastic attenuation is weak, our
analysis includes the records located less than 150 km from
the hypocenter.

Using the recursive definition given in equation 1, we
compute τp for the four events shown in Figure 3. The
predominant period is reported in Figure 10. The parameter

−6

−5

−4

−3

−2

−1

0

1

2

lo
g(

IV
2)

2-sec P  4-sec P P phase 

−5

−4

−3

−2

−1

0

1

2

3

lo
g(

IV
2)

4 5 6 7 8

Magnitude

2-sec S  

4 5 6 7 8

Magnitude

4-sec S

4 5 6 7 8

Magnitude

S phase  

Strong Motion

Figure 8. The correlation between IV2 evaluated from strong-motion records and magnitude. The integral of squared velocity as a
function of Mw is shown. Traces have been filtered between 0.075 and 10 Hz and are corrected for the hypocentral distance, referred
to a common distance of 1 km. (Top) IV2 read on P phase; (bottom) IV2 read on S phase. Black dots represent the IV2 average on events
with the same magnitude, plotted with the associated standard deviation. The gray diamonds are the peak values read on each record;
black solid lines are the best fit line evaluated through a linear regression on the magnitude range of 4–8, along with the statistical error
(dashed lines).
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As a general remark, IV2 appears to be well correlated
with the final magnitude, and the results obtained for the two
types of instrument do not differ significantly. IV2 2s

P shows a
break in linear relation around Mw 6, characterized by both
slope and intercept changes (see Table 3 and Table 4). Such
an effect is also visible on the IV2 2s

S versus magnitude
relationship. Increasing the time windows, IV2 4s

P and IV2 4s
S

show a clear correlation with the final magnitude, and even
the trend change appears to be less evident (Table 3 and
Table 4).

In agreement with the theoretical model (see The Low-
Pass-Filtered Peak Displacement section), the correlation
between IV2, read on the entire P phase, and the magnitude
(in the range of 4–6), is characterized by a slope of 1:43!
0:06, whereas the slope shown by the IV2 S phase versus mag-
nitude appears to be higher than the expected value. This
effect is already visible on the IV2 2s

S and IV2 4s
S trends in

the magnitude range of 4–6. This result is not surprising.
In fact, to correctly determine the radiated energy, it is
necessary to correct the records for anelastic attenuation

(Boatwright and Fletcher, 1984; Kanamori et al., 1993) or
for the finite bandwidth effect (Di Bona and Rovelli,
1988). The higher slope values observed for the IV2 correla-
tion are probably related to the fact that we do not take into
account such effects.

τp and τ c versus Magnitude Correlation

The last parameters that we will discuss are the predo-
minant and characteristic periods. It is important to remark
that the analyzed data have not been recorded in the optimal
conditions for the evaluation of τ (Allen and Kanamori,
2003; Wu and Kanamori, 2008). In fact, at larger distances,
the attenuation can affect the tau measurement; nevertheless,
because in this region anelastic attenuation is weak, our
analysis includes the records located less than 150 km from
the hypocenter.

Using the recursive definition given in equation 1, we
compute τp for the four events shown in Figure 3. The
predominant period is reported in Figure 10. The parameter
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THE	  INTEGRAL	  OF	  THE	  SQUARED	  VELOCITY	  (IV2)	  	  

ARershock	  
sequence	  of	  the	  
Tocopilla	  event	  of	  
November	  2007	  
(Mw	  7.8)	  in	  
northern	  Chile	  	  

IV2	  is	  a	  proxy	  of	  the	  energy	  radiated	  by	  the	  earthquake,	  and	  
provides	   insights,	   although	   parMal,	   into	   the	   physics	   of	   the	  
earthquake	  rupture	  
	  

Festa	  et	  al.	  (2008)	  	  
Lancieri	  et	  al.	  (2011)	  

Satura0on	  of	  the	  
parameter	  for	  magnitudes	  

around	  Mw	  6.5	  	  

Japanese	  EQs	  

No	  satura0on	  up	  to	  Mw	  7.8	  

Regional	  EEW:	  Proposed	  by	  Festa	  et	  al.	  (2008)	  for	  esDmaDng	  the	  magnitude	  in	  real-‐Dme	  
from	  P	  and	  S	  waves	  Dme	  windows	  

A	  NEW	  EEW	  RELATIONSHIP	  
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Fig. 3 Top: ground motions at level 1, computed by the DSM simulation method, representative of the
horizontal shaking experienced at Potenza. In the figures we show of the PGA (left), PGV (centre) and IH
(right), obtained for all rupture scenarios on each selected fault. Bottom: ground motions at level 2, computed
by the HIC method, experienced at Potenza town. In this case, the maximum value of horizontal components
of PGA (left), PGV (centre) and IH (right) is shown in the figures. Each box encloses 50% of the data with the
median value of the parameter displayed as a thin line; the top and the bottom of the box mark the limits of
±25% of the population; the lines extending from the top and the bottom of each box mark the minimum and
the maximum values within the data. The thick black lines are the median values of peak ground parameters
estimated by the Italian Ground Motion Prediction Equation (ITA08, Bindi et al. 2010)

The shaking level is expressed in terms of PGA, PGV and IH. It is worth noting that, while
IH is usually computed in the period range between 0.1 and 2.5 s, in the present work a period
range between 0.2 and 2 s has been used because such a range is considered to provide values
better correlated with the damage potential of ground motion when dealing with ordinary
building structures. Moreover, our choice is coherent with the site effects analyses (Strollo
et al. 2011) where IH has been computed in the period range of 0.2–2 s for avoiding the
bias due to low signal-to-noise ratios for period values outside this range in the analysis of
local earthquake spectra. Then, for each available seismogram, the pseudovelocity spectrum
PVS(T, ξ), where T is the period and ξ is the fraction of critical damping, has been computed.
Subsequently, the IH is computed as the area under the pseudovelocity spectrum as reported
in Eq. 1:

IH =
2∫

0.2

PVS(T, ξ)dT (1)

The value of 5% has been adopted for the fraction of critical damping in computing the
PVS(T, ξ).

The box plots in Fig. 3 represents the statistical parameters inferred for peak ground accel-
eration PGA, velocity PGV and IH at Potenza. Each box encloses 50% of the data with the
median value displayed as a thin line and the top and the bottom of the box mark the limits
of ±25% of the population (see Fig. 3 caption for more details).
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Fig. 3 Comparison of the pseudoacceleration response spectra Sa(T, ξ = 5%) of L’Aquila main shock and
of the NTC08 Italian Code computed at the sites of the recorded station for the return period of 475 and 2,475
years (horizontal components, NS and EW)

Fig. 4 Comparison of the pseudovelocity response spectra Sv(T, ξ = 5%) of L’Aquila main shock and of
the NTC08 Italian Code computed at the sites of the recorded station for the return period of 475 and 2,475
years (horizontal components, NS and EW)
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HOUSNER	  INTENSITY	  

The	  Housner	  Intensity	  is	  be$er	  correlated	  than	  PGV,	  PGA	  and	  
Arias	  Intensity	  to	  the	  severity	  of	  earthquake	  ground	  mo0on	  and	  
with	  building	  structural	  damage	  (Masi	  et	  al.,	  2010).	  	  

The	  Housner	  intensity	  is	  
defined	  as	  the	  area	  under	  the	  
pseudovelocity	  spectrum	  
PSV(T,	  ξ)	  of	  the	  seismogram	  
(Housner,	  1952)	  
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Figure 2. The ITACA Calibration data set and the OSS and ISMD testing data sets. (a) Distribution of ITACA records in terms
of hypocentral distance. (b) Distribution of ITACA records in terms of Local Magnitude. (c) Number of recordings used
for the single ITACA station: Number smaller than 5 (green circle), between 5 and 10 (yellow circle), between 10 and 15
(orange circle), between 15 and 20 (red circle), and larger than 20 (dark violet circle). (d) Seismic hazard map for Italy
showing the peak ground acceleration values that have a 10% chance to being exceeded in 50 years (http://esse1-gis.mi.
ingv.it/s1_en.php, redrawn) and the RAN Network (black triangles). (e) Distribution of OSS and ISMD records in terms of
hypocentral distance. (f) Distribution of OSS and ISMD records in terms of local magnitude.
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EMPIRICAL	  RELATIONSHIPS	  FOR	  PD	  AND	  IV2	  
A	  NEW	  EEW	  RELATIONSHIP	  

IH	  >	  18cm	  àDamage	  

	  log(PGV)=	  0.85	  log(PD)	  +	  1.23	  	   	  log(IH)=	  0.44	  log(IV2)	  +	  1.37	  

DISTANCE	  EFFECT	  ON	  IH-‐IV2	  RELATIONSHIP	  

	  	  

Rhypo<7.5km	   7.5	  km<Rhypo<15km	   15	  km<Rhypo<22.5km	   Rhypo>22.5km	  

<	  1s	   1-‐2s	   2-‐3s	   3s	  

σ	  =	  0.4	  	   σ	  =	  0.34	  	  



	  	  

THE	  METHODOLOGY:	  IM	  BY	  IV2	  

IM	  =	  6.48	  +	  0.95	  log(IV2)	  

We	  exploited	  the	  relaMons	  exisMng	  between	  
IV2	  and	  IH	  and	  between	  IH	  and	  IM,	  in	  order	  
to	  predict	  IM	  directly	  from	  IV2	  esMmates	  

of macroseismic data, binning the data contributes to reducing the biases in the regression model. Therefore,
we used the 0.5 units binned IM and the 50th percentile of IH distribution for each IM class to derive a new
single-line relationship. Figure (5a) shows the observed IM, the IH, the 50th percentiles, and the best fit line
to these latter values, which is characterized by an R2 equal to 0.91, plus the ±1 standard deviation relations
(σ =0.46). The new IH versus IM relation has the following form:

IM ¼ 7:9501þ 2:2661 log10 IHð Þ: (4)

Then, equation (4) has been used to estimate IM from the IH values obtained for the ITACA data set. Therefore,
these latter IM values have in turn been used to derive a novel direct relationship with IV2. Differently from
equation (4), in this case each IM class is characterized by a large distribution of IV2 values, and therefore the
fit has been done considering directly the IV2 data. The new relation, shown in Figure (5b), has the form

IM ¼ 6:4794þ 0:951 log10 IV2ð Þ; (5)

and is characterized by an R2 equal to 0.71 and σ equal to 0.79.

Equation (5) provides IM values in a continuous form; thus, similarly to Chiauzzi et al. [2012], we approximate
the IM values to the nearest macroseismic intensity adopting a step of 0.5 intensity units.

Furthermore, we adopted also an alternative procedure for obtaining IM values from PD estimates. In parti-
cular, we estimated PGV from PD using equation (3) and the parameters in Table (1). Then, the PGV values
were in turn used to estimate IM using the relationship proposed by Faenza and Michelini [2010], which
has been adopted by the INGV for computing shake maps after an event. The steps of the second procedure
are those that, in our opinion, many users would follow to assess IM from PD in EEW time frames. Therefore,
we considered it as a kind of “standard” approach, and we used it to assess the performance of the procedure
based on IV2.

4.3. Applications to OSS and ISMD Data Sets

In order to verify the performance of equation (5) for the prediction of IMwithin EEW time frames, we tested it
using the recordings from the OSS and ISMD data sets. To this purpose, first, we used equation (4) to derive IM
estimates from IH measures for both data set. Therefore, these IM values have been compared with the pre-
diction of IM obtained from IV2 estimates and equation (5) (Figures 6a and 6b). Similarly, for the sake of con-
sistency, we used the relationship proposed by Faenza and Michelini [2010] to obtain IM estimates from the
observed PGV values, and we compared them with the IM prediction obtained from the PD estimates
(Figures 6c and 6d). Figure 6 shows that IM predicted by IV2 is mostly confined within ±1 units of the

Table 2. Comparison of IM Predicted and Observed by Galli et al. [2012] After theMW 6, 29 May 2012 Emilia Earthquake for RAN Stations and Localities Within 1 km
of Distancea

RAN
Latitude

RAN
Longitude

Hypocentral
Distance (km)

IM
(IV2 derived)

IM
(PD derived)

Latitude-Observed
IM

Longitude-Observed
IM

Observed
IM

Distance RAN
Versus Observed

IM (km)

44.9320 10.9120 19.4 6.5 7 44.9372 10.9139 7.0 0.60
44.8864 11.0728 11.0 8 9 44.8864 11.0660 7.0 0.54
44.8380 11.1430 11.3 6.5 8.5 44.8341 11.1425 7.0 0.44
44.8297 11.2867 19.0 5.5 6 44.8326 11.2917 6.5 0.51
44.7234 11.2867 23.6 5 5 44.7259 11.2880 6.0 0.30
44.7157 11.1428 18.8 6 6.5 44.7205 11.1497 6.0 0.76
44.7910 11.3904 27.0 4 2 44.7926 11.3883 6.0 0.24
44.8860 11.4180 28.4 4 3.5 44.8849 11.4157 5.5 0.22
45.0250 11.3110 28.2 5.5 6 45.0187 11.3122 5.5 0.71
44.7823 10.8703 21.3 6 4.5 44.7825 10.8724 5.5 0.18
44.7190 11.5340 39.6 2.5 1 44.7187 11.5320 5.0 0.16
44.8419 10.7306 29.9 5 3 44.8447 10.7303 5.0 0.31
44.9340 11.2350 18.1 6 6 44.9341 11.2409 5.0 0.47
45.0100 11.2958 26. 3 4.5 4 45.0044 11.2954 5.0 0.62
44.7668 11.3508 25.1 4.5 3 44.7697 11.3389 5.0 0.99
44.7594 10.9276 19.1 6 5 44.7628 10.9226 5.0 0.55

aSee Figure 7 and section 4.4 for details.
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∆IM≤1	  for	  85%	  of	  data	  	   ∆IM≤1	  for	  61%	  of	  data	  	  

PREDICTED	  VS	  OBSERVED	  IM	  (OSS	  &	  ISMD	  DATA)	  
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slip sources may be separate fault planes and not only 
separate slip events on the same fault plane.

On the terms of stress redistribution, this almost pure 
thrust movement as shown by the focal mechanism of 
the main event of the May 20th 2012 (Figs 5 and 7), 
indicates almost pure N-S trending compression that 
must have resulted to Coulomb stress redistribution. 
Pure thrust faulting results to stress drop at roof and 
footwall of the fault surface, and stress rise at the edges 
of the slip surface, at WNW and ESE sides of the frac-
tured area, as far as this event is concerned.

As we mentioned above, Po Plain area is character-
ised by non continuous, parallel or subparallel to North-
ern Apennine – Po Plain shallow thrusts and folds. This 
non continuous type of structure could hardly result to 
greater events than a ML = 6.5 and this could take place 
only on the same surface. Aftershock sequence of the 
first event, until the arrival of the ML = 5.8 event of 
May 29th, was spread along a 50km zone, as shown 
on Fig. 5. After the May 29th ML = 5.8 event, its af-
tershock sequence was bounded within almost half the 
length of the aftershock area of the first group of earth-
quakes. The spatial distribution of the second major 
event’s aftershocks suggests that this event is not on 
the same fault plane as the May 20th event, but seems 
to have an homologous seismic source, with the same 
characteristics. The focal mechanisms shown both on 
Fig. 5 and Table 2, show that both structures are sub-
parallel to Moho structure as shown on Fig. 3, as well 
as the rest of active thrust and fault systems.

Such active tectonic structures are very common 
along Po Plain area. The seismic sequence of the 17th 
of November 1570 – end of February 1571, with a 

tween Ravenna and the Po river delta. Besides the very 
shallow point at Reggio Emilia, this limit seems to be 
changing depth dramatically, defining fault scarps. Such 
structures of extensional character on the surface and 
compressional character on a greater depth, are con-
nected to explain both seismicity at very shallow levels 
with extensional mechanisms and observed hydrological 
anomalies and subsidence in addition to local changes 
in the hydrographic pattern, such as direction changes 
of Po river and steams.

2. Recent earthquake sequence

In seismological terms the seismic sequence that was 
set off by the May 20, 2012, 02:03:53 UTC, ML = 5.9, 
/21/, at 6.3 km depth, was located on the Eastern part 
of the sequence, as it is shown on the figure below. The 
aftershock sequence was spread along a WNW-ESE 
orientation, parallel to the Northern Apennines orogenic 
belt and Po Plain structures.

The main event focal mechanism shows almost pure 
thrust slip on a low angle surface, at a strike of 105º, 
ESE-WNW. Poor data don’t provide credible proof 
concerning any possible slip directivity, due to small 
Magnitude of the events. Slip model on the Western 
part, as far as the May 29th 2012 event is concerned, 
seems to be influenced by aftershock activity, as shown 
by the epicenters of M = 5.1, M = 5.2 and M = 5.3 in 
the slip model (Fig. 6). As far as the separation of the 
two main events, slip model shows that the two main 
events of 20th and 29th of May have distinct and sepa-
rate slip sources, converging to the fact that the two 

Fig. 5. Main events and Aftershock locations of Northern Italy – Emilia Romagna earthquake sequence, /19/.
Localizzazione degli eventi principali e delle repliche della sequenza sismica Nord Italia- Emilia Romagna /19/.
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magnitude of 5.5 as calculated by maximum macroseis-
mic intensity values, is a similar earthquake sequence 
with similar spatial distribution with the May – June 
2012 earthquake sequence. The 1570-1571 sequence is 
located on the Eastern part of the 2012 aftershock loca-
tion area, forming a certain limit of NNW-SSE trend, 
where macroseismic intensities drop on the Eastern part 
(Figs 8 and 9).

Tab. 2. Focal mechanisms and maximum slip distribution of the two main 
events of the Northern Italy – Emilia Romagna earthquake sequence.
Meccanismi focali e distribuzione dello scorrimento massimo dei due 
eventi principali della sequenza sismica del Nord Italia-Emilia Romagna.

Source Length Width Top depth Strike Dip Rake Slip max

20/5 35 km 20 km 500 m 105° 50° 85° > 68 cm

29/5 32 km 20 km 1000. m 95° 55° 90° 72 cm

Fig. 8. Spatial distribution of macroseismic intensity of the November 
17th, 1570 seismic sequence.
Distribuzione spaziale delle intensità macrosismiche della sequenza si-
smica del 17 Novembre 1570.

Fig. 9. Estimation of seismogenic source activation of the 1570 and 
2012 events. (Modified map of INGV Database of Seismogenic Sources, 
/21/).
Stima delle sorgenti sismogenetiche attive per gli eventi del 1570 e 
del 2012 (mappa modificata del database delle sorgenti sismogenetiche 
dell’INGV /21/).

Fig. 10. Main location of secondary environmental effects from May – June 2012 seismic sequence, as surveyed by /21/. Dashed lines locate isolated 
individual liquefaction locations of category (i), dotted line locates strictly oriented liquefactions of category (ii) and continuous line locates liquefac-
tions of category (iii) corresponding to the WSW-ENE zone that was surveyed (combined observations map) by /24/.
Distribuzione di effetti ambientali secondari causati dagli eventi del Maggio-Giugno 2012, come da rilevamenti riportati in /21/. Le linee tratteggiate 
indicano zone isolate di liquefazione del suolo di classe (i), quelle punteggiate individuano liquefazioni di classe (ii) con un preciso orientamento, 
mentre la linea continua (iii) indica la zona OSO-ENE sottoposta a indagine (mappa cumulativa di rilevamenti) da /24/.

of macroseismic data, binning the data contributes to reducing the biases in the regression model. Therefore,
we used the 0.5 units binned IM and the 50th percentile of IH distribution for each IM class to derive a new
single-line relationship. Figure (5a) shows the observed IM, the IH, the 50th percentiles, and the best fit line
to these latter values, which is characterized by an R2 equal to 0.91, plus the ±1 standard deviation relations
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Equation (5) provides IM values in a continuous form; thus, similarly to Chiauzzi et al. [2012], we approximate
the IM values to the nearest macroseismic intensity adopting a step of 0.5 intensity units.

Furthermore, we adopted also an alternative procedure for obtaining IM values from PD estimates. In parti-
cular, we estimated PGV from PD using equation (3) and the parameters in Table (1). Then, the PGV values
were in turn used to estimate IM using the relationship proposed by Faenza and Michelini [2010], which
has been adopted by the INGV for computing shake maps after an event. The steps of the second procedure
are those that, in our opinion, many users would follow to assess IM from PD in EEW time frames. Therefore,
we considered it as a kind of “standard” approach, and we used it to assess the performance of the procedure
based on IV2.

4.3. Applications to OSS and ISMD Data Sets

In order to verify the performance of equation (5) for the prediction of IMwithin EEW time frames, we tested it
using the recordings from the OSS and ISMD data sets. To this purpose, first, we used equation (4) to derive IM
estimates from IH measures for both data set. Therefore, these IM values have been compared with the pre-
diction of IM obtained from IV2 estimates and equation (5) (Figures 6a and 6b). Similarly, for the sake of con-
sistency, we used the relationship proposed by Faenza and Michelini [2010] to obtain IM estimates from the
observed PGV values, and we compared them with the IM prediction obtained from the PD estimates
(Figures 6c and 6d). Figure 6 shows that IM predicted by IV2 is mostly confined within ±1 units of the

Table 2. Comparison of IM Predicted and Observed by Galli et al. [2012] After theMW 6, 29 May 2012 Emilia Earthquake for RAN Stations and Localities Within 1 km
of Distancea

RAN
Latitude

RAN
Longitude

Hypocentral
Distance (km)

IM
(IV2 derived)

IM
(PD derived)

Latitude-Observed
IM

Longitude-Observed
IM

Observed
IM

Distance RAN
Versus Observed

IM (km)

44.9320 10.9120 19.4 6.5 7 44.9372 10.9139 7.0 0.60
44.8864 11.0728 11.0 8 9 44.8864 11.0660 7.0 0.54
44.8380 11.1430 11.3 6.5 8.5 44.8341 11.1425 7.0 0.44
44.8297 11.2867 19.0 5.5 6 44.8326 11.2917 6.5 0.51
44.7234 11.2867 23.6 5 5 44.7259 11.2880 6.0 0.30
44.7157 11.1428 18.8 6 6.5 44.7205 11.1497 6.0 0.76
44.7910 11.3904 27.0 4 2 44.7926 11.3883 6.0 0.24
44.8860 11.4180 28.4 4 3.5 44.8849 11.4157 5.5 0.22
45.0250 11.3110 28.2 5.5 6 45.0187 11.3122 5.5 0.71
44.7823 10.8703 21.3 6 4.5 44.7825 10.8724 5.5 0.18
44.7190 11.5340 39.6 2.5 1 44.7187 11.5320 5.0 0.16
44.8419 10.7306 29.9 5 3 44.8447 10.7303 5.0 0.31
44.9340 11.2350 18.1 6 6 44.9341 11.2409 5.0 0.47
45.0100 11.2958 26. 3 4.5 4 45.0044 11.2954 5.0 0.62
44.7668 11.3508 25.1 4.5 3 44.7697 11.3389 5.0 0.99
44.7594 10.9276 19.1 6 5 44.7628 10.9226 5.0 0.55

aSee Figure 7 and section 4.4 for details.
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of macroseismic data, binning the data contributes to reducing the biases in the regression model. Therefore,
we used the 0.5 units binned IM and the 50th percentile of IH distribution for each IM class to derive a new
single-line relationship. Figure (5a) shows the observed IM, the IH, the 50th percentiles, and the best fit line
to these latter values, which is characterized by an R2 equal to 0.91, plus the ±1 standard deviation relations
(σ =0.46). The new IH versus IM relation has the following form:

IM ¼ 7:9501þ 2:2661 log10 IHð Þ: (4)

Then, equation (4) has been used to estimate IM from the IH values obtained for the ITACA data set. Therefore,
these latter IM values have in turn been used to derive a novel direct relationship with IV2. Differently from
equation (4), in this case each IM class is characterized by a large distribution of IV2 values, and therefore the
fit has been done considering directly the IV2 data. The new relation, shown in Figure (5b), has the form

IM ¼ 6:4794þ 0:951 log10 IV2ð Þ; (5)

and is characterized by an R2 equal to 0.71 and σ equal to 0.79.

Equation (5) provides IM values in a continuous form; thus, similarly to Chiauzzi et al. [2012], we approximate
the IM values to the nearest macroseismic intensity adopting a step of 0.5 intensity units.

Furthermore, we adopted also an alternative procedure for obtaining IM values from PD estimates. In parti-
cular, we estimated PGV from PD using equation (3) and the parameters in Table (1). Then, the PGV values
were in turn used to estimate IM using the relationship proposed by Faenza and Michelini [2010], which
has been adopted by the INGV for computing shake maps after an event. The steps of the second procedure
are those that, in our opinion, many users would follow to assess IM from PD in EEW time frames. Therefore,
we considered it as a kind of “standard” approach, and we used it to assess the performance of the procedure
based on IV2.

4.3. Applications to OSS and ISMD Data Sets

In order to verify the performance of equation (5) for the prediction of IMwithin EEW time frames, we tested it
using the recordings from the OSS and ISMD data sets. To this purpose, first, we used equation (4) to derive IM
estimates from IH measures for both data set. Therefore, these IM values have been compared with the pre-
diction of IM obtained from IV2 estimates and equation (5) (Figures 6a and 6b). Similarly, for the sake of con-
sistency, we used the relationship proposed by Faenza and Michelini [2010] to obtain IM estimates from the
observed PGV values, and we compared them with the IM prediction obtained from the PD estimates
(Figures 6c and 6d). Figure 6 shows that IM predicted by IV2 is mostly confined within ±1 units of the

Table 2. Comparison of IM Predicted and Observed by Galli et al. [2012] After theMW 6, 29 May 2012 Emilia Earthquake for RAN Stations and Localities Within 1 km
of Distancea

RAN
Latitude

RAN
Longitude

Hypocentral
Distance (km)

IM
(IV2 derived)

IM
(PD derived)

Latitude-Observed
IM

Longitude-Observed
IM

Observed
IM

Distance RAN
Versus Observed

IM (km)

44.9320 10.9120 19.4 6.5 7 44.9372 10.9139 7.0 0.60
44.8864 11.0728 11.0 8 9 44.8864 11.0660 7.0 0.54
44.8380 11.1430 11.3 6.5 8.5 44.8341 11.1425 7.0 0.44
44.8297 11.2867 19.0 5.5 6 44.8326 11.2917 6.5 0.51
44.7234 11.2867 23.6 5 5 44.7259 11.2880 6.0 0.30
44.7157 11.1428 18.8 6 6.5 44.7205 11.1497 6.0 0.76
44.7910 11.3904 27.0 4 2 44.7926 11.3883 6.0 0.24
44.8860 11.4180 28.4 4 3.5 44.8849 11.4157 5.5 0.22
45.0250 11.3110 28.2 5.5 6 45.0187 11.3122 5.5 0.71
44.7823 10.8703 21.3 6 4.5 44.7825 10.8724 5.5 0.18
44.7190 11.5340 39.6 2.5 1 44.7187 11.5320 5.0 0.16
44.8419 10.7306 29.9 5 3 44.8447 10.7303 5.0 0.31
44.9340 11.2350 18.1 6 6 44.9341 11.2409 5.0 0.47
45.0100 11.2958 26. 3 4.5 4 45.0044 11.2954 5.0 0.62
44.7668 11.3508 25.1 4.5 3 44.7697 11.3389 5.0 0.99
44.7594 10.9276 19.1 6 5 44.7628 10.9226 5.0 0.55

aSee Figure 7 and section 4.4 for details.
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area	  

...	  In	  the	  other	  localiDes	  
generally	  west	  of	  
Mirandola,	  the	  intensity	  
grew	  by	  <1	  MCS	  degree	  
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of macroseismic data, binning the data contributes to reducing the biases in the regression model. Therefore,
we used the 0.5 units binned IM and the 50th percentile of IH distribution for each IM class to derive a new
single-line relationship. Figure (5a) shows the observed IM, the IH, the 50th percentiles, and the best fit line
to these latter values, which is characterized by an R2 equal to 0.91, plus the ±1 standard deviation relations
(σ =0.46). The new IH versus IM relation has the following form:

IM ¼ 7:9501þ 2:2661 log10 IHð Þ: (4)

Then, equation (4) has been used to estimate IM from the IH values obtained for the ITACA data set. Therefore,
these latter IM values have in turn been used to derive a novel direct relationship with IV2. Differently from
equation (4), in this case each IM class is characterized by a large distribution of IV2 values, and therefore the
fit has been done considering directly the IV2 data. The new relation, shown in Figure (5b), has the form

IM ¼ 6:4794þ 0:951 log10 IV2ð Þ; (5)

and is characterized by an R2 equal to 0.71 and σ equal to 0.79.

Equation (5) provides IM values in a continuous form; thus, similarly to Chiauzzi et al. [2012], we approximate
the IM values to the nearest macroseismic intensity adopting a step of 0.5 intensity units.

Furthermore, we adopted also an alternative procedure for obtaining IM values from PD estimates. In parti-
cular, we estimated PGV from PD using equation (3) and the parameters in Table (1). Then, the PGV values
were in turn used to estimate IM using the relationship proposed by Faenza and Michelini [2010], which
has been adopted by the INGV for computing shake maps after an event. The steps of the second procedure
are those that, in our opinion, many users would follow to assess IM from PD in EEW time frames. Therefore,
we considered it as a kind of “standard” approach, and we used it to assess the performance of the procedure
based on IV2.

4.3. Applications to OSS and ISMD Data Sets

In order to verify the performance of equation (5) for the prediction of IMwithin EEW time frames, we tested it
using the recordings from the OSS and ISMD data sets. To this purpose, first, we used equation (4) to derive IM
estimates from IH measures for both data set. Therefore, these IM values have been compared with the pre-
diction of IM obtained from IV2 estimates and equation (5) (Figures 6a and 6b). Similarly, for the sake of con-
sistency, we used the relationship proposed by Faenza and Michelini [2010] to obtain IM estimates from the
observed PGV values, and we compared them with the IM prediction obtained from the PD estimates
(Figures 6c and 6d). Figure 6 shows that IM predicted by IV2 is mostly confined within ±1 units of the

Table 2. Comparison of IM Predicted and Observed by Galli et al. [2012] After theMW 6, 29 May 2012 Emilia Earthquake for RAN Stations and Localities Within 1 km
of Distancea

RAN
Latitude

RAN
Longitude

Hypocentral
Distance (km)

IM
(IV2 derived)

IM
(PD derived)

Latitude-Observed
IM

Longitude-Observed
IM

Observed
IM

Distance RAN
Versus Observed

IM (km)

44.9320 10.9120 19.4 6.5 7 44.9372 10.9139 7.0 0.60
44.8864 11.0728 11.0 8 9 44.8864 11.0660 7.0 0.54
44.8380 11.1430 11.3 6.5 8.5 44.8341 11.1425 7.0 0.44
44.8297 11.2867 19.0 5.5 6 44.8326 11.2917 6.5 0.51
44.7234 11.2867 23.6 5 5 44.7259 11.2880 6.0 0.30
44.7157 11.1428 18.8 6 6.5 44.7205 11.1497 6.0 0.76
44.7910 11.3904 27.0 4 2 44.7926 11.3883 6.0 0.24
44.8860 11.4180 28.4 4 3.5 44.8849 11.4157 5.5 0.22
45.0250 11.3110 28.2 5.5 6 45.0187 11.3122 5.5 0.71
44.7823 10.8703 21.3 6 4.5 44.7825 10.8724 5.5 0.18
44.7190 11.5340 39.6 2.5 1 44.7187 11.5320 5.0 0.16
44.8419 10.7306 29.9 5 3 44.8447 10.7303 5.0 0.31
44.9340 11.2350 18.1 6 6 44.9341 11.2409 5.0 0.47
45.0100 11.2958 26. 3 4.5 4 45.0044 11.2954 5.0 0.62
44.7668 11.3508 25.1 4.5 3 44.7697 11.3389 5.0 0.99
44.7594 10.9276 19.1 6 5 44.7628 10.9226 5.0 0.55

aSee Figure 7 and section 4.4 for details.
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of macroseismic data, binning the data contributes to reducing the biases in the regression model. Therefore,
we used the 0.5 units binned IM and the 50th percentile of IH distribution for each IM class to derive a new
single-line relationship. Figure (5a) shows the observed IM, the IH, the 50th percentiles, and the best fit line
to these latter values, which is characterized by an R2 equal to 0.91, plus the ±1 standard deviation relations
(σ =0.46). The new IH versus IM relation has the following form:

IM ¼ 7:9501þ 2:2661 log10 IHð Þ: (4)

Then, equation (4) has been used to estimate IM from the IH values obtained for the ITACA data set. Therefore,
these latter IM values have in turn been used to derive a novel direct relationship with IV2. Differently from
equation (4), in this case each IM class is characterized by a large distribution of IV2 values, and therefore the
fit has been done considering directly the IV2 data. The new relation, shown in Figure (5b), has the form

IM ¼ 6:4794þ 0:951 log10 IV2ð Þ; (5)

and is characterized by an R2 equal to 0.71 and σ equal to 0.79.

Equation (5) provides IM values in a continuous form; thus, similarly to Chiauzzi et al. [2012], we approximate
the IM values to the nearest macroseismic intensity adopting a step of 0.5 intensity units.

Furthermore, we adopted also an alternative procedure for obtaining IM values from PD estimates. In parti-
cular, we estimated PGV from PD using equation (3) and the parameters in Table (1). Then, the PGV values
were in turn used to estimate IM using the relationship proposed by Faenza and Michelini [2010], which
has been adopted by the INGV for computing shake maps after an event. The steps of the second procedure
are those that, in our opinion, many users would follow to assess IM from PD in EEW time frames. Therefore,
we considered it as a kind of “standard” approach, and we used it to assess the performance of the procedure
based on IV2.

4.3. Applications to OSS and ISMD Data Sets

In order to verify the performance of equation (5) for the prediction of IMwithin EEW time frames, we tested it
using the recordings from the OSS and ISMD data sets. To this purpose, first, we used equation (4) to derive IM
estimates from IH measures for both data set. Therefore, these IM values have been compared with the pre-
diction of IM obtained from IV2 estimates and equation (5) (Figures 6a and 6b). Similarly, for the sake of con-
sistency, we used the relationship proposed by Faenza and Michelini [2010] to obtain IM estimates from the
observed PGV values, and we compared them with the IM prediction obtained from the PD estimates
(Figures 6c and 6d). Figure 6 shows that IM predicted by IV2 is mostly confined within ±1 units of the

Table 2. Comparison of IM Predicted and Observed by Galli et al. [2012] After theMW 6, 29 May 2012 Emilia Earthquake for RAN Stations and Localities Within 1 km
of Distancea

RAN
Latitude

RAN
Longitude

Hypocentral
Distance (km)

IM
(IV2 derived)

IM
(PD derived)

Latitude-Observed
IM

Longitude-Observed
IM

Observed
IM

Distance RAN
Versus Observed

IM (km)

44.9320 10.9120 19.4 6.5 7 44.9372 10.9139 7.0 0.60
44.8864 11.0728 11.0 8 9 44.8864 11.0660 7.0 0.54
44.8380 11.1430 11.3 6.5 8.5 44.8341 11.1425 7.0 0.44
44.8297 11.2867 19.0 5.5 6 44.8326 11.2917 6.5 0.51
44.7234 11.2867 23.6 5 5 44.7259 11.2880 6.0 0.30
44.7157 11.1428 18.8 6 6.5 44.7205 11.1497 6.0 0.76
44.7910 11.3904 27.0 4 2 44.7926 11.3883 6.0 0.24
44.8860 11.4180 28.4 4 3.5 44.8849 11.4157 5.5 0.22
45.0250 11.3110 28.2 5.5 6 45.0187 11.3122 5.5 0.71
44.7823 10.8703 21.3 6 4.5 44.7825 10.8724 5.5 0.18
44.7190 11.5340 39.6 2.5 1 44.7187 11.5320 5.0 0.16
44.8419 10.7306 29.9 5 3 44.8447 10.7303 5.0 0.31
44.9340 11.2350 18.1 6 6 44.9341 11.2409 5.0 0.47
45.0100 11.2958 26. 3 4.5 4 45.0044 11.2954 5.0 0.62
44.7668 11.3508 25.1 4.5 3 44.7697 11.3389 5.0 0.99
44.7594 10.9276 19.1 6 5 44.7628 10.9226 5.0 0.55

aSee Figure 7 and section 4.4 for details.
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of macroseismic data, binning the data contributes to reducing the biases in the regression model. Therefore,
we used the 0.5 units binned IM and the 50th percentile of IH distribution for each IM class to derive a new
single-line relationship. Figure (5a) shows the observed IM, the IH, the 50th percentiles, and the best fit line
to these latter values, which is characterized by an R2 equal to 0.91, plus the ±1 standard deviation relations
(σ =0.46). The new IH versus IM relation has the following form:

IM ¼ 7:9501þ 2:2661 log10 IHð Þ: (4)

Then, equation (4) has been used to estimate IM from the IH values obtained for the ITACA data set. Therefore,
these latter IM values have in turn been used to derive a novel direct relationship with IV2. Differently from
equation (4), in this case each IM class is characterized by a large distribution of IV2 values, and therefore the
fit has been done considering directly the IV2 data. The new relation, shown in Figure (5b), has the form

IM ¼ 6:4794þ 0:951 log10 IV2ð Þ; (5)

and is characterized by an R2 equal to 0.71 and σ equal to 0.79.

Equation (5) provides IM values in a continuous form; thus, similarly to Chiauzzi et al. [2012], we approximate
the IM values to the nearest macroseismic intensity adopting a step of 0.5 intensity units.

Furthermore, we adopted also an alternative procedure for obtaining IM values from PD estimates. In parti-
cular, we estimated PGV from PD using equation (3) and the parameters in Table (1). Then, the PGV values
were in turn used to estimate IM using the relationship proposed by Faenza and Michelini [2010], which
has been adopted by the INGV for computing shake maps after an event. The steps of the second procedure
are those that, in our opinion, many users would follow to assess IM from PD in EEW time frames. Therefore,
we considered it as a kind of “standard” approach, and we used it to assess the performance of the procedure
based on IV2.

4.3. Applications to OSS and ISMD Data Sets

In order to verify the performance of equation (5) for the prediction of IMwithin EEW time frames, we tested it
using the recordings from the OSS and ISMD data sets. To this purpose, first, we used equation (4) to derive IM
estimates from IH measures for both data set. Therefore, these IM values have been compared with the pre-
diction of IM obtained from IV2 estimates and equation (5) (Figures 6a and 6b). Similarly, for the sake of con-
sistency, we used the relationship proposed by Faenza and Michelini [2010] to obtain IM estimates from the
observed PGV values, and we compared them with the IM prediction obtained from the PD estimates
(Figures 6c and 6d). Figure 6 shows that IM predicted by IV2 is mostly confined within ±1 units of the

Table 2. Comparison of IM Predicted and Observed by Galli et al. [2012] After theMW 6, 29 May 2012 Emilia Earthquake for RAN Stations and Localities Within 1 km
of Distancea

RAN
Latitude

RAN
Longitude

Hypocentral
Distance (km)

IM
(IV2 derived)

IM
(PD derived)

Latitude-Observed
IM

Longitude-Observed
IM

Observed
IM

Distance RAN
Versus Observed

IM (km)

44.9320 10.9120 19.4 6.5 7 44.9372 10.9139 7.0 0.60
44.8864 11.0728 11.0 8 9 44.8864 11.0660 7.0 0.54
44.8380 11.1430 11.3 6.5 8.5 44.8341 11.1425 7.0 0.44
44.8297 11.2867 19.0 5.5 6 44.8326 11.2917 6.5 0.51
44.7234 11.2867 23.6 5 5 44.7259 11.2880 6.0 0.30
44.7157 11.1428 18.8 6 6.5 44.7205 11.1497 6.0 0.76
44.7910 11.3904 27.0 4 2 44.7926 11.3883 6.0 0.24
44.8860 11.4180 28.4 4 3.5 44.8849 11.4157 5.5 0.22
45.0250 11.3110 28.2 5.5 6 45.0187 11.3122 5.5 0.71
44.7823 10.8703 21.3 6 4.5 44.7825 10.8724 5.5 0.18
44.7190 11.5340 39.6 2.5 1 44.7187 11.5320 5.0 0.16
44.8419 10.7306 29.9 5 3 44.8447 10.7303 5.0 0.31
44.9340 11.2350 18.1 6 6 44.9341 11.2409 5.0 0.47
45.0100 11.2958 26. 3 4.5 4 45.0044 11.2954 5.0 0.62
44.7668 11.3508 25.1 4.5 3 44.7697 11.3389 5.0 0.99
44.7594 10.9276 19.1 6 5 44.7628 10.9226 5.0 0.55

aSee Figure 7 and section 4.4 for details.
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of macroseismic data, binning the data contributes to reducing the biases in the regression model. Therefore,
we used the 0.5 units binned IM and the 50th percentile of IH distribution for each IM class to derive a new
single-line relationship. Figure (5a) shows the observed IM, the IH, the 50th percentiles, and the best fit line
to these latter values, which is characterized by an R2 equal to 0.91, plus the ±1 standard deviation relations
(σ =0.46). The new IH versus IM relation has the following form:

IM ¼ 7:9501þ 2:2661 log10 IHð Þ: (4)

Then, equation (4) has been used to estimate IM from the IH values obtained for the ITACA data set. Therefore,
these latter IM values have in turn been used to derive a novel direct relationship with IV2. Differently from
equation (4), in this case each IM class is characterized by a large distribution of IV2 values, and therefore the
fit has been done considering directly the IV2 data. The new relation, shown in Figure (5b), has the form

IM ¼ 6:4794þ 0:951 log10 IV2ð Þ; (5)

and is characterized by an R2 equal to 0.71 and σ equal to 0.79.

Equation (5) provides IM values in a continuous form; thus, similarly to Chiauzzi et al. [2012], we approximate
the IM values to the nearest macroseismic intensity adopting a step of 0.5 intensity units.

Furthermore, we adopted also an alternative procedure for obtaining IM values from PD estimates. In parti-
cular, we estimated PGV from PD using equation (3) and the parameters in Table (1). Then, the PGV values
were in turn used to estimate IM using the relationship proposed by Faenza and Michelini [2010], which
has been adopted by the INGV for computing shake maps after an event. The steps of the second procedure
are those that, in our opinion, many users would follow to assess IM from PD in EEW time frames. Therefore,
we considered it as a kind of “standard” approach, and we used it to assess the performance of the procedure
based on IV2.

4.3. Applications to OSS and ISMD Data Sets

In order to verify the performance of equation (5) for the prediction of IMwithin EEW time frames, we tested it
using the recordings from the OSS and ISMD data sets. To this purpose, first, we used equation (4) to derive IM
estimates from IH measures for both data set. Therefore, these IM values have been compared with the pre-
diction of IM obtained from IV2 estimates and equation (5) (Figures 6a and 6b). Similarly, for the sake of con-
sistency, we used the relationship proposed by Faenza and Michelini [2010] to obtain IM estimates from the
observed PGV values, and we compared them with the IM prediction obtained from the PD estimates
(Figures 6c and 6d). Figure 6 shows that IM predicted by IV2 is mostly confined within ±1 units of the

Table 2. Comparison of IM Predicted and Observed by Galli et al. [2012] After theMW 6, 29 May 2012 Emilia Earthquake for RAN Stations and Localities Within 1 km
of Distancea

RAN
Latitude

RAN
Longitude

Hypocentral
Distance (km)

IM
(IV2 derived)

IM
(PD derived)

Latitude-Observed
IM

Longitude-Observed
IM

Observed
IM

Distance RAN
Versus Observed

IM (km)

44.9320 10.9120 19.4 6.5 7 44.9372 10.9139 7.0 0.60
44.8864 11.0728 11.0 8 9 44.8864 11.0660 7.0 0.54
44.8380 11.1430 11.3 6.5 8.5 44.8341 11.1425 7.0 0.44
44.8297 11.2867 19.0 5.5 6 44.8326 11.2917 6.5 0.51
44.7234 11.2867 23.6 5 5 44.7259 11.2880 6.0 0.30
44.7157 11.1428 18.8 6 6.5 44.7205 11.1497 6.0 0.76
44.7910 11.3904 27.0 4 2 44.7926 11.3883 6.0 0.24
44.8860 11.4180 28.4 4 3.5 44.8849 11.4157 5.5 0.22
45.0250 11.3110 28.2 5.5 6 45.0187 11.3122 5.5 0.71
44.7823 10.8703 21.3 6 4.5 44.7825 10.8724 5.5 0.18
44.7190 11.5340 39.6 2.5 1 44.7187 11.5320 5.0 0.16
44.8419 10.7306 29.9 5 3 44.8447 10.7303 5.0 0.31
44.9340 11.2350 18.1 6 6 44.9341 11.2409 5.0 0.47
45.0100 11.2958 26. 3 4.5 4 45.0044 11.2954 5.0 0.62
44.7668 11.3508 25.1 4.5 3 44.7697 11.3389 5.0 0.99
44.7594 10.9276 19.1 6 5 44.7628 10.9226 5.0 0.55

aSee Figure 7 and section 4.4 for details.
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PREDICTED	  VS	  OBSERVED	  I	  



	  	  

THE	  MAY	  29TH	  2012	  EMILIA	  MW	  5.9	  EARTHQUAKE	  	  

IMEEW	  map	  for	  the	  29	  May	  2012	  Emilia	  earthquake,	  
considering	  sta0ons	  within	  100	  km	  from	  the	  epicenter	  
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blind playback of the simulated MS6.9, 1980 Irpinia earthquake 
during the Electronic class 

 

EEW drill at MAJI 

DRILL	  @	  SCHOOL:	  playback	  of	  the	  simulated	  MS6.9,	  1980	  Irpinia	  earthquake	  

	  	  

Alert	  duraMon	  ≈	  150	  s	  

Time	  needed	  for	  going	  
under	  the	  desk	  ≈	  3-‐5	  s	  

Alert	  level:	  moderate	  
predicted	  PGV	  ≈	  5.5	  cm	  that	  
corresponds	  to	  IMM	  of	  VI	  
(strong	  perceived	  shaking/
light	  potenMal	  damage)	  

EEW	  drill	  at	  MAJI:	  some	  facts	  



	  	  

Lead-‐0me	  =	  arrival	  0me	  PGV	  -‐	  (arrival	  P	  wave	  
0me	  +	  2s	  P	  window	  0me	  +	  1s	  computa0on	  0me)	  

Macroseismic	  intensity	  field	  
from	  Galli	  et	  al.	  (2012)	  	  

POTENTIAL	  BENEFIT	  OF	  THE	  EEW	  	  

Protec0ve	  ac0ons,	  we	  considered	  “duck	  and	  cover”	  
and	  moving	  away	  from	  windows	  or	  equipment	  (5	  s)	  

190,000	  inhabitants	  
poten0ally	  warned/informed	  



	  	  

	  
	  
	  

-‐  The	  relaMonship	  between	  IV2	  and	  IH	  has	  the	  potenMal	  to	  
become	  a	  key	  relaMonship	  in	  the	  design	  of	  on-‐site	  EEWS	  (real-‐
Mme	  predicMon	  of	  damage/undamaged)	  

-‐  For	  events	  having	  magnitudes	  around	  Mw	  6,	  which	  in	  Italy	  
occur	  roughly	  every	  10	  to	  20	  years	  and	  are	  responsible	  for	  
considerable	  damage,	  even	  the	  availability	  of	  only	  1s	  of	  P	  
wave	  signal	  would	  provide	  IH	  esMmates	  useful	  for	  EEW	  
purpose	  

-‐  IV2	  is	  a	  good	  proxy	  for	  the	  predicMon	  of	  the	  IM	  in	  EEW	  
applicaMons	  (OSS-‐ISMD	  dataset,	  85%	  of	  the	  cases	  the	  IM	  
predicted	  by	  IV2	  were	  within	  ±1	  unit	  of	  the	  reference	  IM)	  	  
	  	  

Conclusion	  

Thanks	  for	  your	  a8en9on!	  



	  	  



	  	  

of macroseismic data, binning the data contributes to reducing the biases in the regression model. Therefore,
we used the 0.5 units binned IM and the 50th percentile of IH distribution for each IM class to derive a new
single-line relationship. Figure (5a) shows the observed IM, the IH, the 50th percentiles, and the best fit line
to these latter values, which is characterized by an R2 equal to 0.91, plus the ±1 standard deviation relations
(σ =0.46). The new IH versus IM relation has the following form:

IM ¼ 7:9501þ 2:2661 log10 IHð Þ: (4)

Then, equation (4) has been used to estimate IM from the IH values obtained for the ITACA data set. Therefore,
these latter IM values have in turn been used to derive a novel direct relationship with IV2. Differently from
equation (4), in this case each IM class is characterized by a large distribution of IV2 values, and therefore the
fit has been done considering directly the IV2 data. The new relation, shown in Figure (5b), has the form

IM ¼ 6:4794þ 0:951 log10 IV2ð Þ; (5)

and is characterized by an R2 equal to 0.71 and σ equal to 0.79.

Equation (5) provides IM values in a continuous form; thus, similarly to Chiauzzi et al. [2012], we approximate
the IM values to the nearest macroseismic intensity adopting a step of 0.5 intensity units.

Furthermore, we adopted also an alternative procedure for obtaining IM values from PD estimates. In parti-
cular, we estimated PGV from PD using equation (3) and the parameters in Table (1). Then, the PGV values
were in turn used to estimate IM using the relationship proposed by Faenza and Michelini [2010], which
has been adopted by the INGV for computing shake maps after an event. The steps of the second procedure
are those that, in our opinion, many users would follow to assess IM from PD in EEW time frames. Therefore,
we considered it as a kind of “standard” approach, and we used it to assess the performance of the procedure
based on IV2.

4.3. Applications to OSS and ISMD Data Sets

In order to verify the performance of equation (5) for the prediction of IMwithin EEW time frames, we tested it
using the recordings from the OSS and ISMD data sets. To this purpose, first, we used equation (4) to derive IM
estimates from IH measures for both data set. Therefore, these IM values have been compared with the pre-
diction of IM obtained from IV2 estimates and equation (5) (Figures 6a and 6b). Similarly, for the sake of con-
sistency, we used the relationship proposed by Faenza and Michelini [2010] to obtain IM estimates from the
observed PGV values, and we compared them with the IM prediction obtained from the PD estimates
(Figures 6c and 6d). Figure 6 shows that IM predicted by IV2 is mostly confined within ±1 units of the

Table 2. Comparison of IM Predicted and Observed by Galli et al. [2012] After theMW 6, 29 May 2012 Emilia Earthquake for RAN Stations and Localities Within 1 km
of Distancea

RAN
Latitude

RAN
Longitude

Hypocentral
Distance (km)

IM
(IV2 derived)

IM
(PD derived)

Latitude-Observed
IM

Longitude-Observed
IM

Observed
IM

Distance RAN
Versus Observed

IM (km)

44.9320 10.9120 19.4 6.5 7 44.9372 10.9139 7.0 0.60
44.8864 11.0728 11.0 8 9 44.8864 11.0660 7.0 0.54
44.8380 11.1430 11.3 6.5 8.5 44.8341 11.1425 7.0 0.44
44.8297 11.2867 19.0 5.5 6 44.8326 11.2917 6.5 0.51
44.7234 11.2867 23.6 5 5 44.7259 11.2880 6.0 0.30
44.7157 11.1428 18.8 6 6.5 44.7205 11.1497 6.0 0.76
44.7910 11.3904 27.0 4 2 44.7926 11.3883 6.0 0.24
44.8860 11.4180 28.4 4 3.5 44.8849 11.4157 5.5 0.22
45.0250 11.3110 28.2 5.5 6 45.0187 11.3122 5.5 0.71
44.7823 10.8703 21.3 6 4.5 44.7825 10.8724 5.5 0.18
44.7190 11.5340 39.6 2.5 1 44.7187 11.5320 5.0 0.16
44.8419 10.7306 29.9 5 3 44.8447 10.7303 5.0 0.31
44.9340 11.2350 18.1 6 6 44.9341 11.2409 5.0 0.47
45.0100 11.2958 26. 3 4.5 4 45.0044 11.2954 5.0 0.62
44.7668 11.3508 25.1 4.5 3 44.7697 11.3389 5.0 0.99
44.7594 10.9276 19.1 6 5 44.7628 10.9226 5.0 0.55

aSee Figure 7 and section 4.4 for details.
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