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Abstract one of the key parameters for earthquake source physics is stress drop since it can be directly
linked to the spectral level of ground motion. Stress drop estimates from moment corner frequency
analysis have been shown to be extremely variable, and this to a much larger degree than expected from the
between-event ground motion variability. This discrepancy raises the question whether classically
determined stress drop variability is too large, which would have significant consequences for seismic hazard
analysis. We use a large high-quality data set from Japan with well-studied stress drop data to address this
issue. Nonparametric and parametric reference ground motion models are derived, and the relation of
between-event residuals for Japan Meteorological Agency equivalent seismic intensity and peak ground
acceleration with stress drop is analyzed for crustal earthquakes. We find a clear correlation of the
between-event residuals with stress drops estimates; however, while the island of Kyushu is characterized by
substantially larger stress drops than Honshu, the between-event residuals do not reflect this observation,
leading to the appearance of two event families with different stress drop levels yet similar range of
between-event residuals. Both the within-family and between-family stress drop variations are larger than
expected from the ground motion between-event variability. A systematic common analysis of these
parameters holds the potential to provide important constraints on the relative robustness of different
groups of data in the different parameter spaces and to improve our understanding on how much of the
observed source parameter variability is likely to be true source physics variability.

1. Introduction

The appropriate understanding and modeling of earthquake source physics plays a key role in the prediction
of ground shaking that has to be expected from future earthquakes. As a rule, empirically calibrated ground
motion prediction equations (GMPEs) are used to this end. These GMPEs relate a set of response variables
such as peak ground acceleration (PGA) or velocity (PGV), response spectra, or other seismic intensity
measures to the main predictor variables magnitude and distance. They furthermore often involve additional
predictor variables for taking into account site conditions and faulting style (a comprehensive review of the
principle features of GMPEs is provided by Douglas [2003]). Besides the tuning of the originally rather simple
functional forms of GMPEs with additional model terms to incorporate a vast range of effects into their pre-
diction capabilities (e.g., short-distance saturation, magnitude-dependent attenuation, and nonlinear site
amplification—see, for instance, the GMPE models derived in the context of the PEER NGA-West2 project
[Bozorgnia et al., 2014, and references therein]), the aleatory variability of ground motions, generally
expressed in terms of the standard deviation (sigma), has gained significant attention. This is because it
has been recognized that it is actually the variability of the ground motions around their median rather than
the level of the median itself that exerts the largest influence on probabilistic seismic hazard estimates, in par-
ticular at long return periods [e.g.,, Bommer and Abrahamson, 2006].

The question then arises whether it is possible, in a legitimate way, to decrease the sigma of GMPEs for the
purpose of site-specific hazard assessment. Anderson and Brune [1999] put into question the so-called ergodic
assumption, and Atkinson [2006] showed that the single-site standard deviation is smaller than the overall
standard deviation from a regression over a broad network of stations. Al Atik et al. [2010] discussed how
the variability of GMPEs can be split into different components, and the key to a potential reduction of sigma
lies in the detection of any systematic trends and the understanding of their origins, such that these could be
“transferred” into the epistemic uncertainty treatment. Further studies have investigated this separation of
residuals with different data sets [e.g., Rodriguez-Marek et al., 2011; Chen and Faccioli, 2013; Luzi et al.,
20141, with particular emphasis on the discussion on single-station sigma. Another fundamental aspect in this
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Figure 1. Epicenters of earthquakes used in this study. Extracted individual  Following McGuire and Hanks [1980]
earthquake sequences are color coded following the main shock name. and Hanks and McGuire [1981], we
Note that the 2011 Tohoku main shock (M, 9.0) is not included in the ana-

lysis and only crustal aftershocks of this event are considered here. The can relate PGA and Ar assuming that

regions as discussed in the text are provided (Kyushu, SW Honshu, NW acceleration time histories have the
Honshu, and NE Honshu) and defined through the polygons shown. The phase characteristics of stationary,
2016 Kumamoto events are marked by red squares. band-limited white noise. This

implies that the Ar variability can in
principle be determined from the between-event variability of GMPE models for PGA [Cotton et al., 2013].
Az in turn is traditionally estimated from seismic moment (Mg)-corner frequency (f¢) analysis of earthquake
spectra, typically under the assumption that the w2 model [Aki, 1967; Brune, 1970, 1971] holds. There are
various approaches to estimate these parameters, such as the empirical Green'’s functions (EGF) approach
[e.g., Mayeda et al., 2007; Abercrombie, 2013] or the generalized inversion technique to derive earthquake
source spectra [e.g., Drouet et al., 2008; Oth et al., 2011b]. Regardless of which approach is used, the obtained
At values show large variability and are in particular very sensitive to errors in f., since At = fZ. Cotton et al.
[2013] noted that the Az variability estimated from such source studies is by far too large relative to the
expectation arising from the between-event ground motion variability estimated from GMPE models. This
discrepancy raises the question how much of the Az variability from classical Mo-fc studies is actually repre-
sentative of true source variability. The answer to this question may have significant implications for ground
motion prediction in seismic hazard assessment, since Az values from such studies are often used as input for
ground motion simulations, for instance, with the stochastic technique [Boore, 2003].

Cotton et al. [2013] raised the issue by looking at the standard deviation values of the GMPE between-event
variability and usually large Az samples from various source studies in the literature, and some physical expla-
nations have been invoked to explain the observed discrepancy. Causse and Song [2015] concluded that in
contrast to the usually assumed independence of stress drop and rupture velocity, these quantities would
most likely have to be anticorrelated to explain the observed between-event ground motion variability.
Archuleta and Ji [2016] use a two-corner moment rate function to explain the scaling of PGA and PGV.
They argue that since the stress parameter controlling peak ground motions (controlled by the peak time
of their source time function) is not the same as My-fc determined stress drop (controlled by the rupture
duration), their variability also does not necessarily need to be the same. However, the details of the correla-
tion between between-event residuals and Az (beyond their respective standard deviations) have not yet
been widely explored.

At has been observed to show spatially coherent variations, for instance, in California [Shearer et al., 2006] or
in Japan [Oth, 2013]. While these variations are generally not simple to explain, Oth [2013] noted that these
lateral variations in Japan correlate with lateral heat flow variations. Two further interesting observations
were also made in the latter study: (1) On the local scale of individual earthquake sequences, the Az variability
is significantly smaller than on the scale of the entire Japanese archipelago, and (2) the island of Kyushu
(Figure 1) seems to clearly set apart [see Oth, 2013, Figure 2] in terms of stress drop, with on average 1 order
of magnitude higher Az values for crustal earthquakes as compared to the rest of Japan (Figure 2).
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Figure 2. A7 histograms for (left) all crustal earthquakes combined, (middle) events in Kyushu, and (right) events in Honshu
(SW, NW, and NE Honshu, Figure 2, right) derived from spectral inversion and Mg-fc analysis [Oth, 2013]. The black line
depicts the best fitting lognormal distribution function, and the standard deviations in log 10 and natural logarithm bases
are indicated in the upper corner of the plots.

In this article, we build on these results from Oth [2013] to improve our understanding of the generally
observed discrepancies between Az and ground motion variability. Specifically, we explore whether the Az
variations in Japan reflect in the between-event variability of ground motion parameters in a pattern consis-
tent with the above mentioned observations. We compare not only the standard deviations of Az and ground
motion between-event term distributions but investigate the relationship between these parameters in
detail. In addition, since the origin of the elevated Az values in Kyushu is difficult to explain from a tectonic
perspective, this study provides additional constraints on how much of these high-Az results in Kyushu repre-
sent true source variability or are potentially due to other reasons.

To this end, we analyze the variability of equivalent Japan Meteorological Agency (JMA) instrumental inten-
sity (Ima, equiv) [Shabestari and Yamazaki, 2001] and PGA for crustal earthquakes applying a nonparametric as
well as a parametric mixed-effects regression approach to the data. With the obtained models, we character-
ize the between-event variability for 1905 events throughout Japan (M,, range 2.7-7.2) and compare the dis-
tribution of these between-event terms with the Az distribution obtained by Oth [2013], with a particular
emphasis on the difference in regional behavior between Kyushu and Honshu. Az and between-event
ground motion variability for the recent 2016 Kumamoto earthquake (M,, 7.1) and its largest foreshock
(M,, 6.1) [Asano and Iwata, 2016; Kubo et al., 2016] are also briefly discussed in the context of these models.
We observe that while the Az values in Kyushu are significantly larger than in Honshu, the between-event
residuals cover the same range of values in these two regions. We discuss the potential reasons for the gen-
eration of these two data families and compare the within-family stress drop variability with the correspond-
ing between-event ground motion variability.

2. Data

The data set under investigation is composed of recordings from the K-NET and KiK-net accelerometric net-
works in Japan, whose instruments have an almost flat response from DC to 30 Hz [Okada et al., 2004; Aoi et al.,
20111. It covers the time period May 1996 to October 2011 and includes the same events as used in the spec-
tral source study presented by Oth [2013]. In particular, the Az estimates from the latter study are used. These
At values were obtained by calculating source spectra using a generalized inversion technique followed by
spectral fitting to determine My and fc. For details on this processing, we refer the reader to Oth et al. [2011a,
2011b] and Oth [2013]. Seismic moments for the largest events with JMA magnitude Mjya > 5 were taken
from the National Research Institute for Earth Science and Disaster Resilience centroid moment tensor solu-
tions catalog (http://www.fnet.bosai.go.jp), and it was ensured that seismic moments for small and large
events are compatible by choosing appropriate spectral fitting parameters [see Oth, 2013]. The two events
during the 2016 Kumamoto earthquake sequence, i.e., the M,, 6.1 foreshock and the M,,, 7.1 main shock, were
not used for the regression analysis outlined below but for residual analysis using the models derived without
them (see section 4) and are therefore not counted here.
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Table 1. Finite-Source Rupture Models Chosen for the Calculation of Rupture Distance for Events in the Data Set Where
Such Models Were Available in the Literature

Event Name Event ID My, Reference

Kagoshima (1997)

First event® 9703261731 6.1 Horikawa [2001]
Second event® 9705131438 6.0 Horikawa [2001]
Tottori (ZOOO)a 0010061330 6.6 Iwata et al. [2000]
Geiyo (2001 )2 0103241528 6.8 Sekiguchi and Iwata [2001]
Miyagi (2003)? 0307260713 6.1 Miuara et al. [2004]
Mid-Niigata (2004)
Main shock® 0410231756 6.5 Asano and Iwata [2009]
First major aftershock 0410231803 6.0 Hikima and Koketsu [2005]
Second major aftershock 0410231812 57 Hikima and Koketsu [2005]
Third major aftershock 0410231834 6.3 Hikima and Koketsu [2005]
Fourth major aftershock 0410271040 5.8 Hikima and Koketsu [2005]
Fukuoka (2005)° 0503201053 6.6 Asano and Iwata [2006]
Noto (2007)a 0703250942 6.7 Asano and Iwata [2011]
Chuetsu-Oki (2007)? 0707161013 6.6 Cirella et al. [2008]
Iwate-Miyagi (2008)° 0806140843 6.9 Cultrera et al. [2013]
Suruga Bay (2009) 0908110507 6.2 Aoi et al. [2010]
Tohoku (2011) foreshock® 1103091145 7.2 Hayes [2011]
Nagano-Niigata (2011) 1103120359 6.2 Hata et al. [2012]
Kumamoto (2016)
Largest foreshock 1604142126 6.1 Kobayashi et al. [2016]
Main shock 1604160125 7.1 Kobayashi et al. [2016]

@Models taken from the SRCMOD finite-fault rupture database [Mai and Thingbaijam, 2014].

The database includes 118,102 records from 1905 crustal events (depth < 30 km) with M,, values ranging
between 2.7 and 7.2 (Figure 1), of which 38,226 are recorded at borehole sensors of the KiK-net array and
79,876 are surface recordings (K-NET and KiK-net). These records were obtained at 1411 sites, including
581 KiK-net sites with a borehole sensor. Borehole sensors are treated as separate stations in the proces-
sing, leading to a formal total of 1992 stations. Only data with hypocentral distances lower than 250 km
were considered, with the requirement that each event was recorded by at least three stations and each
station recorded at least three events. While for the source spectra calculation only weak and not too
strong motion data (PGA < 0.2 g) at hypocentral distances of 5 km or larger were considered in order
to minimize nonlinear soil amplification and near-field effects [Oth et al., 2011b; Oth, 2013], we did not
impose such a constraint for the ground motion analysis in this study, yet the number of such records
is quite limited.

Events from nine major earthquake sequences since 1997 are also grouped together (Figure 1) in order to
study the sequence-to-sequence variability of ground motions between these. Events were associated with
a given sequence if they occurred in a time window of 6 months following the main shock and within a lateral
range of one estimated fault length and one estimated fault width in depth [Oth, 2013]. For the Tohoku after-
shocks at crustal depths, we only used events that were located within the estimated fault plane (Figure 1).
We are aware that these events are plate interface events and not in-land crustal earthquakes, yet still include
them in the analysis for the sake of completeness.

As distance metric, we use hypocentral distance Rhypo, for small and moderate events, thus assuming a
point source in first approximation. For the largest earthquakes with near-source recordings, however,
the finite-fault size needs to be taken into account. We therefore collected finite-fault source models in the
literature for the largest events in the data set for which such models were available to calculate the
closest distance to the rupture, R, (Table 1), in particular using the SRCMOD finite-source rupture data-
base [Mai and Thingbaijam, 2014]. This way we were able to characterize with R, all data from events
with M,, > 6, only missing four offshore events (M,, 5.9-6.5) for which such finite-fault models were not
available and where hypocentral distance is an acceptable distance metric even for earthquakes of that
size. For small and moderate earthquakes where the point source approximation is acceptable in view
of the source-to-site distances and considered frequency range, Rhypo is considered as an equivalent
estimate of Ryp.
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Table 2. JMA Seismic Intensity Scale and Relation With Instrumentally Obtained Values (hma)?

JMA Intensity Scale I;ma Range Approximate MMI Range of Given JMA Intensity Level
0 Iva < 0.5 |

1 0.5<Ijma < 15 I-II
2 1.5<jya < 2.5 -1V
3 25<Ijua <35 IV-VI
4 35< IJMA <45 VI-VII
5— 45 <Ijma <50 VII-VIll
5+ 50<Ijma < 5.5 VIIl-IX
6— 55<jua < 6.0 IX-X
6+ 6.0 </juma < 6.5 X=XI
7 6.5 <jma X=Xl

@Approximately corresponding MMI intensity levels [Kodera et al,, 2016] are provided in the last column.

For the purpose of this study, we calculate and analyze the ground motion parameters PGA (geometric mean
of horizontal components) as well as the so-called JMA equivalent seismic intensity. Based on the work of
McGuire and Hanks [1980] and Hanks and McGuire [1981], the following relationship can be derived between
PGA and Az [Baltay et al., 2013; Cotton et al., 2013]:

PGA — 2R9¢; 271' AT max 21n 2fmax 7 (1)
106pR fc

where At is the stress drop, Ry is the radiation pattern, p is the density, R represents the distance measure
between source and site, f,,ay is the observational upper frequency limit of the recordings, and f¢ is the corner
frequency of the earthquake under consideration. Based on equation (1), earthquake stress drop variability
should translate directly and predictably into PGA variability.

Seismic intensity (e.g., modified Mercalli or JMA seismic intensity [Musson and Ceci¢, 2012]) is an interesting
parameter from an operational point of view since it provides easily understandable information about the
distribution of damage or, more generally, earthquake effects. Instrumental intensity measures, i.e., inferred
from ground motion observations rather than macroseismic questionnaires or field surveys, can in particular
very rapidly provide such information, for instance, in the framework of ShakeMap calculations [e.g., Wald
et al, 1999], and are as a rule calibrated to be compatible with some macroseismic intensity scale.

In Japan, JMA seismic intensity is the most widely used scale, covering 10 degrees from 0 to 7 (Table 2).
Estimates based on instrumental data, from either so-called intensity meters or classical strong-motion
records, are usually referred to as JMA instrumental intensity (/;ya). ima is estimated using three-component
accelerometric records (see Shabestari and Yamazaki[2001] for a detailed description). In a first step, the three
acceleration time histories are transformed into Fourier domain and a band-pass filter with corner frequen-
cies 0.5 and 10 Hz is applied to the data. This band-pass filter is designed in order to emphasize the ground
shaking around 0.5-1 Hz related to wooden frame house damage in Japan during large earthquakes, while
the strong falloff above 10 Hz ensures that frequencies above this threshold are practically completely
ignored [Sokolov and Furumura, 2008]. After filtering, the records are transformed back to time domain by
inverse Fourier transform and the vectorial sum of the three components is calculated. Finally, a reference
acceleration value aq is calculated such that the total duration where this threshold is exceeded is equal to
0.3 s. Ijua is finally obtained using the equation

Iima = 2 Iogao + 0.94. 2)

Besides its easily interpretable relation to earthquake effects, /jya is also an interesting parameter for our
study in view of the fact that in contrast to PGA, it also includes information on the (band-pass-filtered) accel-
eration pulse duration and is a widely used ground motion parameter in Japan. In operational routine at JMA,
this calculation procedure is performed for every 10 s of the continuous data streams, and then the maximum
value for a given earthquake is chosen. In this work, we apply the above calculation procedure to the
complete earthquake records, which leads to practically identical results. In order to identify this calculation
difference, however, we refer to the values calculated in this article as equivalent JMA instrumental intensity,
Iima, equiv.- Figure 3 shows the data distribution in terms of magnitude and distance, magnitude and depth,
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Figure 3. Data set distribution in terms of (a) M,, versus rupture/hypocentral distance (see text), (b) M,, versus earthquake
depth, and (c) Iyma, equiv. versus My,. In the latter plot; black circles indicate surface data, while red dots show borehole
records. Distances from 5 to 250 km are well covered by data, and the majority of events took place at depths between 5
and 20 km.

and magnitude and /jua, equiv.- Data are well distributed over the entire magnitude range and for distances
larger than about 5 km. Some data points at shorter distances are available for both small and large
events, but they are rather sparse. In terms of event depths, most events range between 5 and 20 km. To
no surprise, borehole Ijya, equiv. Values are significantly smaller than those at the corresponding surface
sensors, showing the strong influence of site response [Oth et al., 2011a, 2011b] on ground shaking intensity.

3. Regression and Analysis Methods

We apply two different regression approaches to the data in order to determine robust median ground
motion models describing the magnitude and distance dependence and then isolate the between-event
residuals in relation to these models. The first approach is a nonparametric regression technique.
Nonparametric regression is widely applied for the inversion of earthquake ground motion Fourier amplitude
spectra to separate frequency-dependent source, path, and site response characteristics [Oth et al., 2011b,
and references therein]. The prime advantage of this type of technique lies in the fact that no a priori assump-
tions are made on the functional form of the different components of the model. This technique is therefore
particularly well suited for data sets with excellent distance and magnitude coverage. Here we use essentially
the same method as for spectral inversion, using, however, ground motion parameters (/ua, equiv. and PGA)
as input variables. A similar approach has been used by Bindi et al. [2011] for deriving intensity prediction
equations for central Asia.

The second approach is the more traditional parametric regression framework commonly used in GMPE
development. Here a parametric model with a well-defined function form is set up, and the parameters of this
model are determined through parametric regression such as the two-stage method of Joyner and Boore
[1981] or random effects approaches [Abrahamson and Youngs, 1992; Chen and Tsai, 2002]. Stafford [2014]
showed that mixed-effects concepts can be used to go far beyond the usually considered linear additive
random effects in the quest for ergodic assumption removal, allowing, for instance, taking into account
region-to-region variations in attenuation parameters. In this work, however, we only focus on linear additive
random effects related to the traditional definition of the between-event variability [Al Atik et al., 2010; Cotton
et al.,, 2013].
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3.1. Nonparametric Ground Motion Model

Similar to Bindi et al.[2011], we model the ground motion input variable under consideration with the follow-
ing relation:

Yi(Mw,Rup) = Si + Wi + (1 = wi)Ar1 + G, 3

where Y, is given by the kth observation of the ground motion measure to be considered, i.e., /jma, equiv. O
logqo (PGA), with k = 1:...:Ngata, Ngata being the total number of ground motion observations from N earth-
quakes at Nyj¢e stations. Ry, is the distance (rupture/hypocentral as described above), S; stands for the source
term of earthquake i, with i = 1:...:N.q, while A, represents the attenuation term for the bin / with distance
value r, where | = 1:....:Npins. For each event-station pair, the fth distance bin is chosen such that
11 < Rrup < ria, and the weights are given by wy = (Riyp — r)/(ri.1 — rj) such that the attenuation curve is lin-
earized between the distances r; and r,. Finally, G; is a site response term for station j (not included in the
analysis of Bindi et al. [2011]). The above system of equations is solved using a one-step least squares inver-
sion approach [Oth et al., 2011b]. Three constraints are applied in order to remove trade-offs between source,
attenuation, and site terms and to stabilize the inversion for distance bins not well covered by data: (1) the
attenuation function is constrained to take a zero value at 10 km distance, (2) attenuation is constrained to
be a smooth function with distance (implemented through a second-derivative constraint [Castro et al.,
1990]), and (3) the average site response of all borehole sensors is supposed to be equal to unity (i.e., bore-
hole sites on average amplification free). We derive these nonparametric models for each of the regions of
interest individually (i.e.,, Kyushu, SW Honshu, NW Honshu, and NE Honshu) as well as for all regions
combined.

The distance bins used here are chosen to be 2 km wide, covering the distance range 0-250 km. Several
weight values for implementing the strength of the smoothing constraint were tested in order to find the
best balance between suppressing strong short-distance variations in A while avoiding biases in the overall
trends. The stability of the solution was tested using a bootstrap approach [Oth et al., 2011b]. To this end, we
calculated 100 bootstrap replications of the original data set and investigate their mean and standard devia-
tion. On average, the bootstrap-estimated errors range around 3-5% for the source terms and 6-10% for the
site terms, depending on the number of recordings. For the attenuation terms, the estimated error remains
well below 1% for distances larger than 15 km and increases up to around 40% as distance decreases (not
considering the 10 km distance bin since this was constrained be equal to 0). This simply reflects the fact that
there are fewer records at short distances. Note, however, that these error estimates for the attenuation bins
depend on the strength of the smoothing constraint.

The source terms S; obtained with this approach represent in fact the ground motion resulting from event  at
the reference distance of 10 km for the site reference condition (i.e., average borehole ground motion). In
order to quantify the between-event variability of these source terms, we fit an appropriate magnitude-
dependent model to the S; values and calculate the between-event residuals as the deviation for each S; from
the predicted value at the given magnitude of event i. We found that a quadratic model represented an
appropriate fit (see section 4), and the between-event residuals can be expressed as

0Be = Si — |bo + byMw,; + baMy, |, (4

where bg ;1 > represent the coefficients of the quadratic fit obtained by nonlinear least squares. The site-to-site
variability of the terms G; can be investigated by grouping the stations with respect to their National
Earthquake Hazards Reduction program (NEHRP) site classes, depending on the estimates available for the
shear wave velocity of the upper 30 m, vs3q [Building Seismic Safety Council, 2003]. For KiK-net stations, these
estimates were retrieved directly from the shear wave velocity profiles. For K-NET stations, profiles do not
extend beyond a depth of 20 m, and in this case, we use the vs3q values determined by Boore et al. [2011]
considering regional correlations of vs3g with velocities averaged over smaller depth ranges, using K-NET
and KiK-net data in their analysis.

The ranges of site term values G; for surface stations grouped according to their various NEHRP site classes are
shown in terms of box and whisker plots in Figure 4 for Iy, equiv. and PGA. As expected, amplification effects
increase significantly from site class A (hard rock) to site classes D/E (stiff/soft soil). The site response contri-
butes substantially to the overall observed seismic intensity, with amplification effects increasing the
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Figure 4. Box and whisker plots for station terms G; (see also equation (3)) obtained for (a) /jma, equiv. and (b) PGA. Sites are
classified according to NEHRP site classes using their vs3g values (A, vs3g > 1500 m/s; B, 760 < vs3g < 1500 m/s; C,

360 < V30 <760 m/s; D, 180 < vs39 <360 m/s; E, vs39 < 180 m/s). In this figure only surface stations are considered. Median
values are represented as black lines, the gray boxes denote the quartiles, and the whiskers correspond to a coverage of
99.3% of the data points. Data outside this range are considered as outliers and plotted individually as crosses.

intensity values relative to hard rock by up to 2, in some cases even 2.5 to 3 intensity units. The same pattern
can be observed for PGA, where estimated amplification values for site class E are slightly smaller than for site
class D, probably reflecting some nonlinear site response effects. Note, however, that there are comparatively
few sites classified as site class E, with only 75 such sites in the data set as compared with 481 sites classified
as D. Since this article focuses on the between-event variability of the source component, we do not further
discuss the details on the site response variability, such as the spatial distribution and the within-
class variability.

3.2. Parametric Mixed-Effects Regression Approach

As a benchmark for cross-checking the nonparametric results, we derive a parametric ground motion model
for the data set by applying a nonlinear mixed-effects regression approach (NLMER) [e.g., Bates et al., 2014], as
also described by Kotha et al. [2016]. In terms of functional form for the fixed effects, we use the typical basic
components [e.g., Boore et al., 2014] and define the following parametric model, from which we will, however,
eliminate the terms with parameters ¢, and cs as outlined below:

Y = €o + FD (Rrup7 Mw) + FM(MW) + 5Bseq + 5Be + 5Bs—class + 585 + &, (5)
V Rf“p +h /p2 2
FD (RrupyMw) = [C1 + CZ(MW - Mref)] IOg Ri +c3 Rrup +h° - Rref ) (6)
ref
1000 = T T
100zt 1
= .
2 e 10 ]
8 S,
<
3 < —M=35
- O 1H—m=4
a Tmiss
—M=6.5
— Parametric all
014~ -Non-parametric (NP) all
. —-—-NP Kyushu
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—— NP NW Honshu Y
——NP NE Honshu M
0.01 L .
1 10 100
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Figure 5. Median ground motion models (nonparametric and parametric) for average borehole site conditions, (a) for
IMA, equiv. and (b) for PGA. Different line styles indicate different models as indicated in the legend, while color indi-
cates different magnitude values.
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dependence following equation (2).

Fu(My) =
u(Mw) { bs(My, — M) for My=M;

b1 (My — My) + by(My, — Mp)? for My, < Mp,

with My, = 6.5, )

where Y represents the observed ground motion variable as in equation (3) and Fp and Fy, are the distance
and magnitude components, respectively. Parameters eq, ¢y, 3, €3, by, by, bs, and h are the fixed-effects
components of the model, while 0Bseq, 0Be, 0B;.ciass, and 0B represent the random effects components
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Figure 7. Between-event residuals 0B, resulting from the nonparametric
regression approach versus Az for (top) jma, equiv. and (bottom) PGA. Data
points are color coded following their region of origin (Figure 1), and their
histograms and the estimated distribution functions (black lines) are shown
on the right for B, and top for Az, respectively. Note the two data families
centered around 0B, = 0 for Honshu and Kyushu. The two 2016 Kumamoto
events are indicated as red and green stars with white face color. The
correlation coefficients for two families are given in the upper left corner of
each plot (Ruonshu and Rkyushu)-

on parameter ey describing the
between-sequence, between-event,
between-site-class, and between-
station variability, respectively. While
in the nonparametric analysis these
variability components can be ana-
lyzed from the residual distribution
of equation (4) relative to the respec-
tive reference models (as is also still
common practice for parametric
models), the mixed-effects frame-
work in the parametric case has the
advantage that these random effects
can be added in a natural, statistically
more correct, way.

During several regression tests, we
noted that the regression coefficients
tended to be highly unstable if the
pseudodepth h was treated as a free
regression parameter. For this reason,
we tested several fixed values as well
as a magnitude-dependent exponen-
tial term, and finally fixed its value to
h =5 km. Since h controls the ground
motion saturation of the model at
short distances, the instability issue
most likely arises due to the small
number of short distance data points
available. In addition, the ¢, term
tends to trade off with the
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Figure 8. Results from the parametric mixed-effects regression procedure on the /jya, equiv. data. (a) Between-sequence
residuals 0Bseq (see also equation (5)) for the individual earthquake sequences extracted from the data set (Figure 1).

(b) Between-event residuals dB, color coded and ordered with increasing stress drop in each of the four analyzed regions.
(c) 0B versus Az color coded by region; see also Figure 7 for the corresponding nonparametric case. The correlation
coefficients for two families are given in the upper right corner (Ryonshu and Rkyushu)-

pseudodepth, because both terms influence the prediction of the level of Y at zero distance. In order to allow
for a robust retrieval of both these parameters, a very rich data set at short distance would be required, which
is unfortunately not the case in this study. For this reason, we decided to drop the magnitude-dependent c,
term in the geometrical spreading part of the model.

Finally, c; tended to be either statistically indistinguishable from 0 or turned out to be positive, which is why
we dropped this anelastic attenuation term. The hinge magnitude Mj, was kept as a parameter in the model,
even though set to a value of 6.5; there will only be few events affected by this change in scaling, and this
effect was not considered in the magnitude scaling function used for the nonparametric source terms.

3.3. Important Notes on These Simple Models

With the ground motion models presented above, we do not aim at developing a GMPE for use in hazard
calculations but at defining robust reference models to better understand the between-event variability of
ground motion relative to the observed scatter in Az estimates. We therefore deliberately keep these models
simple and do not attempt to parameterize complex effects that only affect small subsets of the large data-
base, such as nonlinear site response. Directivity effects can generally be expected to average out in the fra-
mework of between-event residual calculations. For the parametric model, the short-distance saturation is
difficult to properly constrain as discussed above. Although this is an issue of prime importance for ground
motion prediction at short distances for hazard assessment, the accuracy of these predictions does not play
a significant role for the purpose of this article, and only few recordings are affected by this issue. In the non-
parametric model, short-distance saturation will be accounted for more naturally since this model is much
more data driven. However, at distances shorter than 5 km, the smoothing constraint will be the driving fac-
tor due to the lack of data, and the distance dependence in this range should be considered as speculative.

The overall robustness of the models can be assessed by plotting the residuals versus magnitude and dis-
tance (Figures S1-S4 in the supporting information of this article). The nonparametric residuals do not show
any trend with distance and magnitude, except some degree of overprediction for the few data points at very
short distances, as can be expected. No substantial bias is visible for the parametric case either; however, the
residuals indicate some degree of overprediction at very large distances (> ~180-200 km), slight
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Figure 9. Examples of (left) site response functions and (right) source spectra resulting from nonparametric generalized
inversion technique analysis (GIT). (top row) Comparison of GIT results for two sites and two sources located in Kyushu
and well covered by data for the cases that (1) we use only data from crustal earthquakes in Kyushu and the regional
average of borehole stations as reference and (2) the results of the Japan-wide GIT as described in Oth [2013]. (bottom row)
Same for two sites and sources in SW Honshu. While for SW Honshu the results are nearly identical, the Kyushu results show
an apparent trade-off between source and site functions.

underprediction in the distance range 5-15 km, and similar to the nonparametric case, some overprediction
at very short distance. These differences between nonparametric and parametric residuals are in good
agreement with the differences in average ground motion prediction by these models shown in Figure 5.
Naturally, the nonparametric model is able to capture attenuation variations with distance that cannot be
modeled with the prescribed functional form of the parametric case. Overall, these residual distributions
show that the models derived provide an appropriate representation of the average trends within the data
set for the purpose of this study.

4, Results
4.1. Median Ground Motion Models and Magnitude Scaling

The nonparametric and parametric median ground motion models for average borehole conditions (in the
nonparametric case, this was the site reference condition; in the parametric case, a specific site class was
defined for borehole sensors) are shown in Figure 5. These models provide indications that there are some
regional differences in ground motion attenuation with distance, which seems slightly more pronounced
for Iima, equiv. than for PGA. Predicted /jma, equiv. Values for SW Honshu are consistently smaller than in other
regions, in particular, at moderate and large magnitudes. The SW Honshu function also shows a trend toward
stronger saturation at short distance, even though this trend should be interpreted with caution since it is not
well constrained by data. For small to moderate magnitudes, predicted Ijya, equiv. values in Kyushu tend to be
larger than for the other regions, whereas this effect gradually vanishes with increasing magnitude. This
tendency is not visible for PGA, which may imply that the ground motions in Honshu are characterized by
somewhat shorter acceleration pulses than in Kyushu, with similar PGAs but smaller ag values as defined in
equation (2) (Figure S5 in the supporting information of this article). This observation could be indicative
of slightly higher rupture velocities for small earthquakes in Honshu. The nonparametric model shows that
attenuation with distance is somewhat more complex than can be modeled by a simple parametric geome-
trical spreading term (c;, equations (5)-(7)), with a larger slope at intermediate distance (~10-50 km) and a
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Figure 10. 0B, histograms for (top row) /jma, equiv. and (bottom row) PGA for (left column) all regions together, (middle
column) Kyushu, and (right column) the three regions in Honshu. The black lines indicate the fitted normal distribution
function in each case, and standard deviations are given in log10 and natural logarithm bases for each case.

subsequent decrease in slope (~50-150 km). This effect cannot be appropriately captured with an additional
anelastic term (c3, equations (5)-(7)), which may explain the encountered issues during the regression
calculations. Despite these differences, the nonparametric and parametric models are overall consistent in
their predictions in distance and magnitude ranges well covered by data.

The magnitude scaling is well characterized by a quadratic function for the nonparametric case (Figure 6).
Based on these nonparametric results, we decided to introduce a hinge term [e.g., Boore et al., 2011] in the
parametric description since the largest events in the database provide evidence for saturation. However, this
conclusion is essentially based on the two largest events only, and up to M,, 6.5, the scaling is essentially
quadratic, with the linear term dominating (especially for PGA). The resulting source scaling from the para-
metric regression is consistent with the nonparametric result. While this difference in scaling at highest mag-
nitude will cause a difference in the B, values for these specific events between the nonparametric and
parametric approaches, this difference is not of major significance for the discussion in this article, which
focuses on the general relationship between 6B, and Ar measurements.

In Figure 6, the source terms S; are color coded following their Az as derived by Oth [2013]. For a given
magnitude, there is a clear trend for increasing S; values with increasing Az, both for ljua, equiv. and PGA.
However, from about Az = 10 MPa upward, it seems that there is no significant increase anymore. Almost
all these very high Az events are located on the island of Kyushu, which is the motivation to investigate
the regional dependence between B, and Ar.

4.2. Between-Event Variability and Stress Drop Dependence

Figure 7 depicts the between-event residuals JB, from the nonparametric regression analysis (equation (4)),
i.e., the deviation of the source terms S; from the average quadratic magnitude scaling (Figure 6), plotted
versus event stress drop Az. Events are color coded following their location in the four regions Kyushu, SW
Honshu, NW Honshu, and NE Honshu (Figure 1). For both /jma, equiv. and PGA, there is a clear regional correla-
tion between 0B, and Ar. The dependence is stronger yet with more scatter in the case of ljua, equiv. @s
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Figure 11. Schematic figure to illustrate the conceptual discussion based on synthetic between-event residual data (see
text for details) to explain effects observed in Figures 7 and 8c. (a) Expected distribution of B, data in the case of two
data groups with lognormal Az distributions with mean values of 1 and 10 MPa, respectively. (b) Introduction of B, bias
due to near-source attenuation differences (inset) or reference condition effects leads to vertical shift between groups and
generation of two families in plot. (c) Expected distribution of 0B, data in the case of two data groups drawn from the
same lognormal Az distribution with mean value of 1 MPa. (d) Introduction of Az bias leads to horizontal shift between
groups and generation of two families in plot. (e) Schematic illustration of both effects combined. The correlation coeffi-
cients for each family are given in Figures 11a and 11c¢, respectively.

compared with PGA. The trend is consistent between the three regions covering the island of Honshu, with
0B, =0 for Az ~ 1 MPa. This result implies that the median ground motion model shown in Figure 5 represents
the ground motion prediction for a ~ 1 MPa (i.e., the median Az in Honshu, Figure 2) earthquake and borehole
site conditions.

From a theoretical point of view, one would now expect in Figure 7 to find the high stress drop data points
from Kyushu as a continuation of this trend observed for the lower stress drop data families for Honshu (see
section 5). However, this is not the case, and the data from Kyushu form a separate family in this plot, covering
a smaller range in JB, values centered around 0, with 5B, = 0 for Az ~ 10 MPa, which roughly represents the
median Az in Kyushu. While the Az distribution shown in Figures 2 and 7 is not well approximated by a
lognormal distribution, the dB, are normally distributed (which is of course expected for the regression pro-
cedures). However, if taken separately, Az values in Honshu and Kyushu are roughly log normally distributed
(Figure 2), and their combination leads to a bimodal distribution dominated by Honshu, since there are sig-
nificantly more events from Honshu contributing to the data set.

The parametric results confirm the trends observed above for the nonparametric study (Figure 8, showing the
parametric results for the case of /ja, equiv. and Figure S6 in the supporting information for PGA). In addition
to the between-event variability, we here also show the between-sequence variability of [ja, equiv.- The lar-
gest between-sequence increase in predicted /jma, equiv. is Observed for events belonging to the 2011 Tohoku
sequence (excluding the M,, 9.0 main shock) and the 2005 Fukuoka sequence, which are both characterized
by high Az. In contrast, the strongest between-sequence decrease is related to the 2008 Iwate sequence,
which is consistently characterized by some of the lowest Az values in the data set. Although the general
trends of the between-sequence variability are consistent with the Az observations, the 1997 Kagoshima
sequence in southern Kyushu is an exception to this rule. It is characterized by the second largest

OTH ET AL.

STRESS DROP AND GROUND MOTION VARIABILITY 5486



@AG U Journal of Geophysical Research: Solid Earth 10.1002/2017JB014026

between-sequence ground motion decrease (Figure 8a) but depicts larger Az values than all sequences
in Honshu.

4.3. The 2016 Kumamoto Earthquake

The 2016 destructive Kumamoto earthquake (M,, 7.1) and its large foreshock (M,, 6.1) [Asano and Iwata, 2016;
Kubo et al., 2016] are interesting events in the context of this study, since they occurred in western Kyushu
and provide two important additional data points for the study of between-event residuals. In order to check
their consistency with the results obtained with the described regression analysis, we calculated their stress
drop following the processing steps outlined by Oth et al.[2011b] and Oth [2013] and the between-event resi-
duals relative to the above nonparametric model. The result of this analysis is shown in Figure 7. The
Kumamoto main shock has Az and 6B, values of 4.5 MPa and —0.5 /jma, equiv. Units, while the foreshock has
Az and 6B, values of 5.2 MPa and —0.3 /jya, equiv. Units. The results are within the bottom third of the
Kyushu data family, implying that for their estimated stress drop values, these events showed comparatively
low Ijma, equiv. and PGA values. However, the main shock’s magnitude lies at the upper bound of our consid-
ered magnitude range, and therefore the results for this event should be viewed with some caution.

5. Discussion and Conclusions

While all the data from the three subsets in Honshu show a consistent behavior, the structure of the two
families (Honshu versus Kyushu) observed in the between-event residuals discussed above is intriguing
because it would in principle imply that the predicted ground motion, be it /yua, equiv. OF PGA, is the same
for a 1 MPa earthquake in Honshu and a 10 MPa earthquake in Kyushu. In view of the fact that (1) the
modeled ground motion attenuation with distance does not show significant regional variations and (2)
the stress drop calculations have been carried out taking into account potential attenuation variations (found
not to be strong) from source spectra determined relative to a Japan-wide site reference condition [Oth,
2013], this result seems difficult to explain. The most evident possible explanation would lie in the fact that
all stress drop values of crustal earthquakes in Kyushu derived from generalized spectral inversion might
be biased high. Note that even though the Kyushu data form this separate family in Figures 7 and 8¢, there
is still a clear correlation relation between Az and 6B, within the Kyushu family.

The source spectra and hence stress drops in Japan have been determined relative to a common reference
condition for the entire country, i.e., relative to assumption that on average, the borehole recordings are
amplification free over the entire frequency band of analysis (0.5-25 Hz). However, if two regions are only
weakly connected by data (i.e., by source-site travel paths), it could happen that the trade-off between source
spectra and site response terms may not be adequately solved, depending on possible peculiarities in the
events or stations connecting the regions. While all regions in Honshu are well-connected by data, the con-
nection between SW Honshu and Kyushu is overall rather weak. Furthermore, while Kyushu has only one
neighboring region within the data set, each region in Honshu is interconnected with two neighboring
regions. In the generalized inversion by Oth [2013], both crustal and subcrustal events were included, and
Kyushu is connected to SW Honshu through more subcrustal than crustal events recorded in both regions.

To assess the potential impact of the weak connection between Kyushu and SW Honshu, we ran separate
nonparametric spectral inversions for crustal events in Kyushu and SW Honshu and compare them to the
source spectra and site response functions determined through Japan-wide separation [Oth, 2013]. In
Figure 9, we show the examples of two site response functions and two source spectra well covered by data
in Kyushu and SW Honshu. While in SW Honshu the results of the Japan-wide and region-specific inversions
are nearly identical, this is not the case in Kyushu at high frequencies. Indeed, Figure 9 highlights a trade-off in
source spectra and site response terms between the two inversions, most likely resulting from the inversion
prioritizing the fitting of the common subcrustal event spectra and consequently adapting the site spectra
and crustal event spectra accordingly. This outcome shows that there must be some differences in ground
motions levels in Kyushu relative to Honshu (since otherwise the separation relative to the common refer-
ence would not give different results than relative to individual inversion), possibly due to an unaccounted
difference in subcrustal paths attenuation between Honshu and Kyushu since the effect tends to get stronger
with increasing frequency. This result provides indications that the Az values for crustal earthquakes in
Kyushu are most likely biased high relative to Honshu, which would explain the generation of the two
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families. In light of these observations, the absolute Az values in Kyushu should be regarded with extreme
caution, including the 2016 Kumamoto events as shown in Figure 7. They are consistent with the Kyushu
family since they have been calculated using the site response functions from the Japan-wide source-
site separation.

Figure 9 also shows that such weakly interconnected regions may pose unexpected problems for generalized
spectral inversions (as well as ground motion regression approaches, since the approaches are very similar). If
source spectral biases between different subgroups of the data are present, this effect may contribute signif-
icantly to the overall Az standard deviation. It is interesting to note in this context that Cotton et al. [2013] list
the Az standard deviations for several large-scale studies based on spectral separation techniques to deter-
mine event source spectra, and that all these studies show similar Az standard deviations. This issue deserves
an in-depth investigation and will be the subject of a dedicated study, since its detailed discussion goes far
beyond the scope of this work.

Following the above results, looking at the Az and B, variability within each observed data family is a more
robust approach than simply looking at the overall standard deviations. Cotton et al. [2013] showed that
under the assumption that equation (1) and the classical omega-square model hold, one would expect that
in terms of natural logarithm, the standard deviations of Az and PGA JB, should be related as oy, = 6/5
oinraa)- Therefore, looking at the distributions in Figure 10, we would expect a gjna,) value of about 0.54
and 0.40 natural-log units for Honshu and Kyushu, respectively. The Az distributions for Honshu and
Kyushu show, however, standard deviations of 0.84 and 0.91 natural-log units, respectively. While the latter
values are significantly smaller than the standard deviation obtained for all of the data set (not surprisingly,
as this involves mixing groups of data with largely different medians), they are still larger than expected from
the 0B, distribution by a factor of 1.5 to 2.3, respectively. This implies that the data clouds in terms of Az-0B,
data pairs seen in Figure 7 would be expected to show a steeper relationship. It is also interesting to note that
while the standard deviation of the Az distribution in Kyushu is not smaller than in Honshu (Figure 2), the
standard deviation of the 0B, is substantially smaller in Kyushu (Figure 10).

Finally, in order to provide a conceptual discussion on the observed effects and the potential pitfalls in com-
paring the Az and JB, variability, we generate synthetic data based on equation (1). For a suite of M,, values
ranging from 2 to 7 with steps of 0.2 units, we draw 100 samples at each magnitude from three lognormal
stress drop distributions to generate three groups of data points: (1) a group with mean 1 MPa and standard
deviation of 0.3 log-Az units; (2) a group with mean 10 MPa and standard deviation of 0.3 log-Az units; and (3)
another group with mean 1 MPa and standard deviation of 0.3 log-Az units. We use these Az samples in equa-
tion (1) to calculate the expected PGA at a fixed distance of 10 km (same as the reference distance in nonpara-
metric regression—thus the log of these PGA values essentially correspond to the source terms S; in
equations (3) and (4)). In equation (1), we set fay to 30 Hz, Ryy to 0.55, and p to 2.9 kg/m?, and corner fre-
quencies are calculated using a shear wave velocity vs of 3 km/s [Oth, 2013]. On these estimated PGA values,
we add normally distributed random noise in log space with standard deviation of 0.2 log, units. Finally, we
fit an average quadratic magnitude scaling term using nonlinear least squares to these synthetic data and use
equation (4) to calculate the between-event residuals JB..

Figure 11a shows the expected behavior of dB, for the two groups with median Az of 1 and 10 MPa, respec-
tively. If these data are combined in a common regression analysis, we would expect that the 6B, show one
continuous trend in terms of Az rather than two separate families centered around 0 as we obtained in
Figure 7. Note that as mentioned previously, the trend of the synthetic data for each family is steeper than
observed, i.e,, the observed correlation is weaker than expected.

If the two data groups under discussion arise from the same Az distribution with a median of 1 MPa, the self-
evident expectation is that they cover the same Az-0B, range (Figure 11c). In that case, the only possibility to
generate the two-family structure observed in Figure 7 is also evident, as discussed above: a bias in Az mea-
surements for one of the two groups relative to the other (Figure 11d). Shown in the figure is the schematic
example of a bias of a factor 5, i.e., the Az values for the yellow data group are supposed biased high by a
factor 5. Such a bias is easy to get, since Ar depends on fc3, and thus we only need a bias of a factor 1.7 in
fc, in view of issues as discussed above for generalized spectra inversions as well the potential pitfalls of
empirical Green'’s functions (EGF) approaches (which are prone to bias, for instance, due to the usage of
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inappropriate EGF earthquakes or depending on whether a given earthquake is used as main shock or EGF
event, issues discussed by Abercrombie [2013, 2015]). Note that since stress drops are calculated using the
corner frequencies from the source spectra, they require unbiased estimates of the source spectra over a
wide bandwidth in order to be unbiased as well.

Another well-known issue that may affect source spectral estimates at high frequencies and thus also stress
drop estimates is the typically observed high-frequency diminution of earthquake amplitude spectra, often
expressed through the x [Anderson and Hough, 1984] or f,., [Hanks, 1982] terms (see also Ktenidou et al.
[2014], for a review on this effect and its engineering significance). We have accounted for this effect in
the calculation of the source spectra and stress drop estimates, and for a detailed discussion on this matter,
we refer the reader to Oth et al. [2011b]. Note that also the vast majority of Az has been derived using bore-
hole data only, which are far less sensitive to this high-frequency diminution effect. While we cannot entirely
rule out that unaccounted x decays may still contribute to some extend to a bias in Az values, this cannot be
the primary reason of the observed shift between the two families in terms of Az. Indeed, the bias introduced
by an unaccounted k decay would be expected to show a strongly magnitude-dependent characteristic, with
a more pronounced effect of f- underestimation for decreasing event magnitude [Anderson, 1986]. Hence, we
would expect that the estimated f- values would stop or at least slow down increasing at some point with
decreasing magnitude. Such an effect has not been observed by Oth et al. [2011b] or Oth [2013].

On the other hand, even if the Az values can be assumed to be unbiased, this still does not mean that nothing
can go wrong. One could still generate the observed two families by essentially shifting one or both groups of
data along the vertical, i.e., through a mechanism causing bias in the between-event residuals (Figure 11b).
This could, for instance, arise from unresolved near-source attenuation effects that are different in the two
groups, as schematically indicated in the inset. If short distances are not well sampled, which is often the case,
the differences in near-source attenuation properties as well as stress drop between the two groups of events
may be underestimated or even unrecognizable in the between-event residuals. This would result in a rather
narrow distribution of dB,, while Az values would cover a wide range of values, consistent with the observa-
tions of Cotton et al.[2013], and even within a given data family, such an effect could explain why the correla-
tion of 6B, and At is not as strong as expected.

Another possible mechanism that could cause such bias in between-event residuals lies, similar to the gen-
eralized spectral inversion case, in the reference conditions relative to which the ground motion model is
determined. Especially data sets used for GMPE regression analysis often contain data from disconnected
or weakly connected regions (an example is the NGA-West2 database, containing data, for instance, from
California, Taiwan, Japan, and Turkey). It could, for instance, happen that for some of these regions, all or part
of the ground motion data are significantly higher or lower than in other regions given their common site
classes. The regression algorithms can accommodate such data sets by simply adjusting groups of
between-event residuals in trade-off with the between-site residuals, if not appropriately taken into account,
for instance, in the mixed-effects framework as suggested by Stafford [2014]. For the Japan case, we show the
site terms from the nonparametric regressions relative to the reference condition (see equation (3)) in
Figure S7 in the supporting information. While difficult to see when borehole and surface stations are com-
bined, a look at the borehole site terms alone reveals that for /jya, equiv, @ small such effect is visible between
the average site terms of Kyushu and SW Honshu, which are only weakly interconnected, yet by itself not
large enough to explain the two families seen in Figure 7.

In view of these issues, a likely scenario is a mix of the different effects discussed above, as indicated in
Figure 11e. Our study highlights that the interpretation of the relation between traditional seismological
stress drop measurements and the between-event residuals from GMPEs may not be that straightforward
and can only be fair if made sure that no data subsets show bias in either Az or 6B.. We have shown that there
is with no doubt a correlation relationship, which is not really a surprise; however, the generation of the two
0B, families in terms of Az dependence proves that it may be problematic integrating different regions, in par-
ticular when these regions only show a weak connection in terms of overlapping source-site travel paths. The
problem will even be aggravated when mixing Az estimates from different studies, obtained using different
methodologies and/or reference conditions. Sonley and Abercrombie [2006], for instance, discussed the issue
of comparing source parameters from different studies focusing on attenuation correction of single spectra.
In that case, the generation of different such families in the dB.-Az relationship is practically inevitable.
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While we are able to substantially reduce the gap between Az and JB, variabilities by this combined analysis
that allows to identify and eliminate inconsistencies between two data sets, the Az variability still remains
substantially larger than expected from the 3B, variability. Possible physical explanations could lie in effects
not accounted for in stress drop calculations, such as an anticorrelation of stress drop and rupture velocity
[Causse and Song, 2015] or the complexity of the moment rate function combined with attenuation that
masks the double corner frequency nature of the source spectra [Archuleta and Ji, 2016]. While the former
hypothesis cannot be easily checked from a spectral analysis point of view, the source spectra can of course
be checked for deviations from the single corner frequency w > model. Uchide and Imanishi [2016] find from
multiple spectral ratio analysis of small earthquakes in Japan that while some events fit the 2 model well,
many others seem to deviate substantially. They interpret this observation as suggestive for a coexistence of
crack-like and asperity-like earthquakes in their study region. Such complexities of the rupture process are a
likely factor increasing the variability in Ar estimates from a simple w2 model fit. However, in view of the
common bandwidth limitations, the large degree of variability typically observed in spectral analysis, and
other complicating effects such as directivity, it is not trivial to robustly resolve two corner frequencies in view
of the often rather subtle deviations from the w2 fit. This holds particularly true for the source spectral esti-
mates of small earthquakes, where these two-corner frequencies might be expected to be relatively close to
each other.

Our results provide insights into the observation of Cotton et al. [2013] that the estimated Az variability from
0B, is much smaller than from classical Mg-fc analysis. One aspect is certainly the generation of these families,
which are likely to be present in many large-scale data sets combing Az and B, measurements. The between-
event variability of ground motions should therefore be interpreted with caution in terms of Az variability, in
particular for mixed data sets combing data from different regions. This study shows that a key aspect toward
improving our understanding on how much of the observed source parameter variability is likely to be true
source physics variability lies in the common detailed analysis of Az and 0B, data. It opens the possibility to
identify peculiarities in both distributions that may otherwise remain unnoticed and provides consistency
checks and hints as to which parts of a given data set and model should be further scrutinized.
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